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The reconstruction of phylogenetic networks is an important but challenging problem in phylogenetics and genome evo-

lution, as the space of phylogenetic networks is vast and cannot be sampled well. One approach to the problem is to solve the

minimum phylogenetic network problem, in which phylogenetic trees are first inferred, and then the smallest phylogenetic

network that displays all the trees is computed. The approach takes advantage of the fact that the theory of phylogenetic

trees is mature, and there are excellent tools available for inferring phylogenetic trees from a large number of biomolecular

sequences. A tree–child network is a phylogenetic network satisfying the condition that every nonleaf node has at least one

child that is of indegree one. Here, we develop a newmethod that infers theminimum tree–child network by aligning lineage

taxon strings in the phylogenetic trees. This algorithmic innovation enables us to get around the limitations of the existing

programs for phylogenetic network inference. Our new program, namedALTS, is fast enough to infer a tree–child network

with a large number of reticulations for a set of up to 50 phylogenetic trees with 50 taxa that have only trivial common

clusters in about a quarter of an hour on average.

[Supplemental material is available for this article.]

In this study, phylogenetic networks over a set of taxa are rooted,
directed acyclic graphs inwhich leaves represent the taxa, the non-
leaf indegree-1 nodes represent speciation events and the nodes
with multiple incoming edges represent reticulation events. The
nonleaf indegree-1 nodes are called tree nodes; the other nonleaf
nodes are called reticulate nodes. We assume that each tree node
is of outdegree 2; each reticulate node and the network root is of
outdegree 1 in a phylogenetic network (Fig. 1). Phylogenetic trees
are just phylogenetic networks with no reticulate nodes and thus
are binary. (Basic concepts and notation can be found in the
Supplemental Methods.)

Now that a variety of genomic projects have been completed,
reticulate evolutionary events (e.g., horizontal gene transfer, intro-
gression, and hybridization) have been shown to play important
roles in genome evolution (Koonin et al. 2001; Gogarten and
Townsend 2005; Marcussen et al. 2014; Fontaine et al. 2015).
Although phylogenetic networks are appealing for modeling retic-
ulate events (Koblmüller et al. 2007), it is extremely challenging to
apply phylogenetic networks in the study of genome evolution.
One reason for this is that a computer program has yet to be
made available for analyzing data as large as what current research
is interested in (Wu 2020; Molloy et al. 2021), although recently,
Bayesianmethods have been used to reconstruct reassortment net-
works, which describe patterns of ancestry in which lineages may
have different parts of their genomes inherited from distinct par-
ents (Müller et al. 2020, 2022).

Here, we focus on computing phylogenetic networks that dis-
play a given set of gene trees (Wu 2010; Albrecht et al. 2012;
Whidden et al. 2013; Elworth et al. 2019; van Iersel et al. 2022).

In this approach, trees are first inferred from biomolecular se-
quences and then used to reconstruct a phylogenetic network
with the smallest hybridization number (HN) that displays all
the trees (see Elworth et al. 2019), where the HN is defined as
the sum over all the reticulate nodes of the indegree of each retic-
ulate nodeminus 1. This approach takes advantage of the fact that
the theory of phylogenetic trees is mature, and there are excellent
tools available for inferring trees froma large number of sequences.
It has been used in evolutionary studies (Koblmüller et al. 2007;
Marcussen et al. 2014).

Although this parsimonious approach is faster than the max-
imum likelihood approach (Lutteropp et al. 2022), the parsimoni-
ous network inference problem is still NP-hard even for the special
case when there are only two input trees (Bordewich and Semple
2007). For the two-tree case, the fastest programs include MCTS-
CHN (Yamada et al. 2020) and HYBRIDIZATION NUMBER
(Whidden et al. 2013). For the general case in which there aremul-
tiple input trees, HYBROSCALE (Albrecht 2015) and its predecessor
(Albrecht et al. 2012), PRIN (Wu 2010), and PRINs (Mirzaei and
Wu 2015) have been developed. All of these methods reconstruct
a tree–child network with the smallest HN. Some of the methods
insert reticulate edges or use other editing operations to search a
network in the network space. Others reduce the tree–child net-
work reconstruction problem to finding maximum acyclic agree-
ment forests for the set input trees. Finally, some methods
combine both of these techniques. Unfortunately, none of them
will work for inferring a network from more than 30 trees if the
trees have 30 or more taxa and do not have any nontrivial taxon
clusters in common, where a nontrivial taxon cluster of a tree con-
sists of all taxa below a tree node that is neither a leaf nor the root.
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Because the network space is vast and cannot be fully sam-
pled, attention has been switched to the inference of tree–child
networks (Cardona et al. 2009), in which every nonleaf node has
at least one child that is not reticulate, or, recently, a tree-based
network (Pickrell and Pritchard 2012). Tree–child network is a
superclass of phylogenetic trees with a completeness property
that for any set of phylogenetic trees, there exists always a tree–
child network that displays all the trees (Linz and Semple 2019).
Other desired properties of tree–child networks include the fact
that all the tree–child networks are efficiently enumerated
(Zhang 2019a,b; Cardona and Zhang 2020).

Results

We mainly report a scalable computer program for inferring tree–
child networks frommultiple gene trees. The programALTS takes a
different approach that reduces the network inference problem to
aligning the lineage taxon strings (LTSs) computed from the input
trees with respect to (w.r.t.) an ordering on the taxa.

The inference algorithm

Consider a set X of taxa. Let T be a binary phylogenetic tree on X,
and letN be a tree–child network onX.N displays T if T can be ob-
tained from N by (1) removing all but one incoming edge for each
reticulation node (Fig. 1A,B) and then (2) deleting all degree-2
nodes (which were reticulation nodes in N) (Fig. 1C).

The inference algorithmwe introduce here will check all pos-
sible orderings on the taxon set to obtain the tree–child networks
with the smallest HN (and equivalently the smallest number of
nodes). Let X be a taxon set such that |X| =n, and let π= π1π2 · · ·
πn, representing a (total) ordering of X, by which πi is “less than”
πi+1 for each i<n. For any nonempty subset X

′
of X, we use

minp(X′) and maxp(X′) to denote the minimum and maximum
taxon of X

′
w.r.t. π, respectively.

Because the root of T is of outdegree 1, T has n nonleaf nodes,
called internal nodes. We label the n internal nodes of T one-to-
onewith the taxaw.r.t. π by assigning the smallest taxon to the de-
gree-1 root and assigning maxp{tv, tw} to an internal node with
children v and w, where tv is the smallest taxon below v

(LABELING) (Supplemental Methods). For instance, let X=
{a, b, c, d, e} and π= bcade (Fig. 2A). The two trees on X in Figure
2B have their internal nodes labeled w.r.t. πusing LABELING.

Let τ be a specific taxon of X such that τ≠ π1. We consider the
unique path from the root ρ to the leaf ℓ that represents τ in
T: u0 = r, u1, u2, · · · , uk = ℓ. Then, minp (C(uk)) = t, whereas
minp(C(u0)) = minp(C(u1)) = p1,pt. Because minp(C(uk))≤p

minp(C(uk+1)), there is a unique index j such that 1≤ j< k and
minp(C(uj)) , t = minp(C(u j+1)). This implies that uj was labeled
with τ by applying LABELING and that no other internal node got
the same label. The sequence consisting of the labels of
u j+1, u j+2, · · · , uk−1 is called the lineage taxon string (LTS) of τ. The
LTSs computed in the trees given in Figure 2B are listed in Figure 2C.

Conversely, for the LTS of each taxon τ, we construct a direct-
ed path whose nodes are labeled one-to-one with the taxa of the
LTS, and add a leaf labeled with τ below the path. After we connect

c d ab c d ab c d b a

A B C

Figure 1. The display of a phylogenetic tree in a tree–child network. (A)
A tree–child network with two reticulate nodes on the taxa (a to d). (B) A
subtree that was obtained by the removal of the dashed incoming edges
of the reticulate nodes in the network. (C) A tree displayed in the network,
which was obtained from the subtree in B by removing all degree-2 nodes
through combining their unique incoming and outgoing edges into an
edge.
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Figure 2. The construction of a tree–child network that displays two
phylogenetic trees. (A) An ordering on {a, b, c, d, e}. (B) Two trees, where
the internal nodes are labeled w.r.t. the ordering using the LABELING algo-
rithm. (C) The lineage taxon strings (LTSs) of the taxa obtained from the
labeling in B. (D) The rooted directed graph constructed from the shortest
common supersequences (SCS) of the LTSs of the taxa (in C) using TREE–
CHILD NETWORK RECONSTRUCTION. The SCS is [c, e, a] for [c, a] and [c, e] and is
[e, d, a] for [e, d ] and [d, a]. (E) The tree–child network obtained after
the removal of the degree-2 nodes.
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the first node of the resulting path ending with each taxon other
than π1 to all the nodes labeled with the taxon in other paths,
we obtain T. Thus, the LTSs obtained from T under any ordering
π on X can be used to recover uniquely T.

A string s is said to be a common supersequence of multiple
strings if all the strings can be obtained from s by erasing zero or
more symbols. Let {T1, T2, · · · , Tk} be a set of k trees on X. Let αji
be the LTS of πi in Tj for each i from 1 to n. (Note that αjn is the emp-
ty string for each j.) Assume that, for each i, βi is a common super-
sequence of all a1i, a2i, · · · , aki onX.We can construct a tree–child
network Np(b1, b2, · · · , bn−1) on X using the TREE–CHILD NETWORK

CONSTRUCTION algorithm given below.

Tree–Child Network Construction

1. (Vertical edges) For each βi, define a path Pi with |βi| + 2
nodes:
hi, vi1, vi2, · · · , vi|bi |, ℓpi ,
where βn is the empty sequence.
2. (Left–right edges) Arrange the n paths from left to right as

P1, P2, · · · , Pn.
If themth symbol of βi is πj, we add an edge (vim, hj) for each i and

each m.
3. For each i>1, if hi is of indegree 1, eliminate hi by removing

hi, together with its incoming and outgoing edge, and adding a
new edge from its parent to its child.

The algorithm is illustrated in Figure 2, D and E, where the
SCSs are [c, e, a] and [e, d, a] for π1 = b and π2 = c, and the empty se-
quence for π3 = a and π4 = d.

The network output from TREE–CHILD NETWORK CONSTRUCTION is
always a tree–child network (Proposition 2) (Supplemental
Methods). Combining LABELING and TREE–CHILD NETWORK

CONSTRUCTION, we obtain the following exact algorithm for the net-
work inference problem, for which the correctness is proved in
Section A of the Supplemental Methods.

Algorithm A

Input: K trees T1, T2, · · · , Tk on X, |X| =n.
0. Set M=∞ and define n−1 string variables S1, S2, · · · , Sn−1;
1. For each ordering π= π1π2 · · · πn on X:
1.1. Call LABELING to label the internal nodes in each Ti;
1.2. For each taxon πj, compute its LTS sij in each Ti;
1.3. Compute the SCS sj of s1j, s2j, · · · , skj for each j< n;
1.4. IfM .

∑n−1
j=1 |sj|, updateM to the length sum; update Sj to

sj for each j;
2. Call TREE–CHILD NETWORK CONSTRUCTION to compute a tree–

child network from the strings S1, S2, · · · , Sn−1.

A scalable version

Because there are n! possible orderings on n taxa and 15! is already
too large, ALGORITHM A is not fast enough for a set of multiple trees
on 15 or more taxa. Another obstacle to scalability is computing
the SCS for the LTS of each taxon. We achieved high scalability
by using an ordering samplingmethod and a progressive approach
for the SCS problem.

First, the ordering sampling starts with an arbitrary ordering
on the taxa and finishes in ⌊n/2⌋ iterative steps. Assume that Πm

is the set of orderings obtained in the mth step (m≥1) such that
|Πm|≤H for a parameter H predefined to bound the running
time. In the (m+1) step, for each ordering π= π1π2 · · · πn∈Πm, we

generate (n−2m+1)(n−2m) new orderings by interchanging
π2m−1 with πi and interchanging π2m with πj for every possible
i and j such that i≠ j, i>2m and j>2m. For each new ordering
p′ = p′

1p
′
2 · · ·p′

n, we compute a SCS si of the LTSs of taxon p′
i in

the input trees for each i≤2m. We compute Πm+1 by sampling,
at most, H new orderings that have the smallest length sum
∑

1≤i≤2m|si|.
Second, different progressive approaches can be used to com-

pute a short common supersequence for LTSs in each sampling
step (Fraser 1995). We use the following approach:

A common supersequence of n strings is computed in n−1 itera-
tive steps. In each step, a pair of strings si and sj such that the
SCS of si and sj, SCS(si, sj), has theminimum length, over all pos-
sible string pairs, is selected and replaced with SCS(si, sj).

Although the above algorithm had good performance for our
purpose according to our test, it cannot always output the shortest
solution for all possible instances. The reason is that finding the
SCS for arbitrary strings is NP-hard in general (Garey and
Johnson 1979), and our algorithm is as a linear-time algorithm un-
likely to be the exact algorithm.

After the sampling process finishes, we obtain a set P⌊n/2⌋ of
good ordering; for each ordering, we obtain a short common
supersequence of the LTSs of a taxon obtained from the input
trees. To further improve the tree–child network solution, we
also use the dynamic programming algorithm to recalculate a
short common supersequence for the LTSs of each taxon, subject
to the 1 GBmemory usage limit. We then use whichever is shorter
to compute a tree–child network.

Implementation of the algorithm

Another technique for improving the scalability is to decompose
the input tree set into irreducible sets of trees if the input trees
are reducible (Wu 2010; Albrecht et al. 2012) (Sec. B,
Supplemental Methods). Here, a set of trees are reducible if there
is at least one common cluster except the singletons and thewhole
taxon set.

Our program is named ALTS, an acronym for “Aligning
Lineage Taxon Strings.” It can be downloaded from the GitHub
site (see Software availability). We also developed a program that
assigns a weight to each edge of the obtained tree–child network
if the input trees are weighted (Sec. C, Supplemental Methods).

In summary, the process of reconstructing a parsimonious
tree–child network involves the following steps. First, decompose
the input tree set S into irreducible tree sets, say S1, S2, · · · , St .
Second, infer a set Ni of tree–child networks for each Si. Third, as-
semble the tree–child networks in N1, N2, · · · , Nt to obtain the
networks that display all the trees in S. Fourth, if the input trees
are weighted, the branch weights are estimated for the output
tree–child networks.

Validation experiments

We assessed the accuracy and scalability of ALTS on a collection of
simulated data sets that were generated using an approach report-
ed in Wu (2010) (see Methods section).

The optimality evaluation

We compared ALTS with two heuristic network inference pro-
grams: PRINs (Mirzaei and Wu 2015), which infers an arbitrary
phylogenetic network, and van Iersel et al.’s method (van Iersel
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et al. 2022), which infers a tree–child network. We first ran the
three methods on 50 sets of trees on 20 and 30 taxa, each contain-
ing 10 trees. Van Iersel et al.’s program is a parallel program. It
could run successfully only on 44 (out of 50) tree sets in the 20-tax-
on case and 27 (out of 50) tree sets in the 30-taxon case. It was
aborted for the remaining data sets after 24 h of clock time (or
∼1000 CPU hours) had elapsed.

ALTS outputs tree–child networks with the same HN as van
Iersel et al.’s method on all but three data sets, where the latter
ran successfully. The HN of the tree–child networks inferred with
ALTS was one more than that inferred with the latter on two
20-taxon 10-tree data sets and three more than the latter on one
30-taxon 10-tree data set. Moreover, Van Iersel et al.’s method
only outputted a tree–child network, whereas ALTS computed
multiple tree–child networks with the same HN.

PRINs ran successfully on 49 out of 50 data sets in the 20-tax-
on case. In theory, the HN is inherently equal to or less than the
HN of the optimal tree–child networks for every tree set. In the
20-taxon 10-tree case, the tree–child HN inferred with ALTS was
equal to that inferred with PRINs on 20 data sets. The 29 discrep-
ancy cases are summarized in the first row of Table 1. In the 30-tax-
on case, the HN difference of the two programs was also at most
four (Table 1, row 2). The tree–child HN inferred by ALTS was
even one less than the HN inferred by PRINs on one data set.

In summary, ALTS is almost as accurate as van Iersel et al.’s
method in terms of minimizing network HN. The comparison be-
tween ALTS and PRINs indicated that the tree–child HN is rather
close to the HN for multiple trees when the number of taxa is
not too big.

The scalability evaluation

The wall-clock times of the three methods on 100 data sets, each
having 10 trees on 20 or 30 taxa, are summarized in Figure 3. In
the 20-taxa 10-tree case, the HN inferred by PRINs ranged from
five to 17. ALTS finished in 0.09 sec to 25 min 14 sec (with the
mean being 2 min 21 sec). On the 49 (out of 50) 20-taxa 10-tree
data sets on which PRINs finished, it took 2.94 sec to 17 min 19
sec (with the mean being 2 min 58 sec). ALTS was faster than
PRINs on 35 tree sets. On average, PRINs and ALTS were compara-
ble in time for this case.

On the 44 20-taxa 10-tree data sets on which van Iersel et al.’s
method finished, its run time ranged from 0.07 sec to 82 min 22
sec (with the mean being 13 min 3 sec). Van Iersel et al.’s method
ran faster than ALTS on 26 data sets in which the HN inferred by
PRINswas less than 11. One reason for this is probably that the for-
mer is a parallel program. However, ALTS was faster than van Iersel
et al.’s method on the remaining 18 tree sets in which the HN in-
ferred by PRINs was 12 or more.

In the 30-taxon case, the HN of the solution from PRINs
ranged from eight to 21. As shown in Figure 3, ALTS was faster
than PRINs on every data set. Van Iersel et al.’s method finished

on 31 (out of 50) data sets, for which the HN of the solution ob-
tained with PRINs was 15 or more. ALTS was faster than Van
Iersel et al.’s method on 23 data sets, whereas Van Iersel et al.’s
method was faster than ALTS on the remaining eight data sets.
On average, in the 30-taxon case, ALTS was 24 and 53 times faster
than PRINs and the van Iersel et al.’s method, respectively.

Lastly, we further ran ALTS on 100 data sets, each containing
50 trees on 40 or 50 taxa. PRINs finished on twenty-eight 40-taxon
50-tree data sets and five 50-taxon 50-tree data sets. In the 40-tax-
on 50-tree case, ALTS finished in 3 sec to 31 min 52 sec (with the
mean being 7 min 14 sec). In contrast, PRINs finished on 28 tree
sets, taking 3 min 19 sec to 15 h 34 min 52 sec (with the mean be-
ing 3 h 49 min 46 sec) (Fig. 4).

In the 50-taxon 50-tree case, ALTS finished in 2 sec to 45min
12 sec (with the mean being 9min 24 sec) (Fig. 4). In contrast, van
Iersel et al’s method could not finish on any irreducible set of 50
trees on 50 taxa. PRINs finished on five tree sets in 2 h 25 min
on average (Fig. 4).

Taken together, these results suggest that ALTS has high scal-
ability and is fast enough to infer tree–child networks for large tree
sets.

The accuracy evaluation

Evaluating the accuracy of ALTS (and the other two methods) is
not straightforward. The random networks that were used to gen-
erate the tree sets used in the last two subsections are not tree–child
networks and contain frequently a large number of deep reticula-
tion events. On the other hand, by the principle of parsimony,
the networks inferred by the three programs contain far fewer
numbers of reticulation events. As such, we assessed the accuracy
of ALTS by using a Jaccard score that measures the symmetric

Table 1. Summary of the HN discrepancy between ALTS and PRINs
in 20-taxon and 30-taxon data sets each containing 10 trees

HNALTS minus HNPRINs

Data type −1 0 1 2 3 4

20-taxon trees 20 11 9 6 3
30-taxon trees 1 5 13 14 16 1
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Figure 3. Run time (in seconds) of the three methods on 100 data sets.
Each data set contains 10 trees on 20 or 30 taxa. The data sets are sorted in
the increasing order according to the HN output from PRINs. Van Iersel
et al.’s method had some missing data points because of an abort after
24 h of clock time.
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difference between the set of clusters in the original networks and
in the network inferred by ALTS (seeMethods) (Huson et al. 2010).

We considered two simulated networks containing 16 binary
reticulations (Network 1) (Supplemental Fig. S1) and 19 binary re-
ticulations (Network 2) (Supplemental Fig. S2). The two networks
were produced using the same simulation program as used for the
optimality evaluation but with a lower ratio of reticulation events.
We also examined simplified versions of the two networks that
were obtained by merging a reticulate node and its child if the re-
ticulate node has a unique child and the child is also a reticulation
node. The two simplified networks have nine and 10 reticulation
events, respectively (Supplemental Figs. S1, S2, bottom). For each
network and each k=20, 30, 40, 50, we generated 10 k-tree sets.
For each tree set, we inferred a network using ALTS and computed
the Jaccard score for it and the original network. The dissimilarity
analyses are summarized in Figure 5.

Network 1 (and its simplified version) contains fewer reticula-
tion events than Network 2. We had slightly better reconstruction
accuracy for Network 1 than Network 2 (mean Jaccard score range
[0.3, 0.45] vs. [0.55, 0.65]) (Fig. 5). Also, the reconstruction from
the trees sampled from each network was not significantly better
than that from its simplified version. Given that all four networks
can contain as many as 217 trees, the results suggest that 50 trees
are far fewer than enough for accurate reconstruction of both non-
binary networks.

On the other hand, ALTS performed well for inferring a bina-
ry tree–child networkwith 13 binary reticulationnodes on 22 taxa.
We sampled trees from the binary tree–child network given in
Supplemental Figure S3. We could reconstruct the network on
one out of 10 random five-tree sets, six out of 10 random 10-tree
sets, and all 10 random 20-tree sets.

Last, we also examined the accuracy of reconstructing a net-
work from the trees inferred fromDNA sequence data using the fol-
lowing setting (for details, see Methods):

Generate randomly a network.
Sample a gene tree with branch lengths in the network.
Simulate DNA evolution to obtain a sequence of 1000 bp on the
gene tree.

Infer a maximal likelihood tree from the simulated sequence.

On each randomnetwork, we sampled 2000 “true” gene trees
and inferred 2000 trees accordingly.

We examined two networks (Network 3 and Network 4 here-
after) (Supplemental Fig. S4) on 30 taxa that contain five and six
binary reticulation events, respectively. Because the inferred trees
were noise, we used five-tree data sets for testing. Inference with
more than five inferred trees had low accuracy, whereas inference
with more than five true gene trees had high accuracy. We ran
ALTS on 50 random tree sets for each of the three cases. In the first
case, a data set consists of five inferred trees. In the second case, a
data set consists of five “consensus” inferred trees that appeared six
or more times in the list of inferred trees. Note that a consensus in-
ferred tree is muchmore likely a true gene tree than a tree that was
only inferred once in our experiment. In the third case, a data set
consists of five “true” gene trees.

The results are summarized in Figure 6. For Network 3, the av-
erage Jaccard score for each inference test was 0.161, 0.079, and
0.043 in Case 1, 2, and 3, respectively. In addition, ALTS recon-
structed Network 3 correctly on 27 out of 50 tree sets in Case
3. The performance of ALTS is similar for the testing on Network
4. These results suggest that accurate inference of gene trees from
sequence data is vital for network inference with ALTS.

A phylogenetic network for 13 wheat-related grass species

Wealso validated our tool by inferring phylogenetic relationships for
a set of wheat-related grass species. Breadwheat (Triticum aestivum) is
a hexaploid species (genome AABBDD) formed through two rounds
of hybridization between three diploid progenitors (i.e., Triticum
urartuof theA subgenome, an unknown species of the B subgenome,
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and Aegilops tauschii of the D subgenome) (Marcussen et al. 2014;
Levy and Feldman 2022). A recent comprehensive genomic study
of Glémin et al. (2019) suggests that hybridizations were pervasive
in the evolution of T. urartu, Se. tauschii, and 11 other grass species.
Using a hypothesis testing approach, they detected six reliable and
two possible reticulated events. Here, to eliminate the effect of in-
complete lineage sorting (ILS) and tree inference errors, we simplified
the 247 gene trees reported in their paper and selected 33 of them for
network inference (see Methods section). Using ALTS, we obtained
the phylogenetic network depicted in Figure 7. The network displays
73 out of 247 simplified gene trees and contains on average 79%
nontrivial node clusters of the remaining trees.

The networkmodel contains two binary reticulate events and
four clusters of reticulate events. Events 2 and 4 and event cluster 6
are consistent with the findings reported by Glémin et al. (2019).
In particular, Event 2 is the hybridization betweenA andB lineages
that formed the D-subgenome clade (Fig. 7, middle; Marcussen
et al. 2014). The gene flows from an ancestor of Aegilops speltoides
in the cluster 6 reveals that the Sitopsis species are closer to A. spel-
toides than toAe. tauschii, consistent to the cytogenetic analyses re-
ported by Kihara (1954). Our model also suggests that complex
reticulate events (Cluster 5) occurred between Ae. tauschii and
the ancestors of Aegilops caudata and Aegilops umbellulata. The
complex gene flows in the event cluster 5 has not been reported
in literature, but it is compatible with a chloroplast capture model
(Fig. 2B; Li et al. 2015). Conversely, the two possible reticulate
events reported by Glémin et al. (2019) are not supported by our
model. Further verification of these inconsistent interspecific retic-
ulate events may need gene order information on the related ge-
nomes and additional genomes of D-genome clade.

Discussion

We have presented ALTS. It is based on an algorithmic innovation
that reduces the minimum tree–child network problem to com-
puting the SCS of the LTSs of the taxa, obtained from the input
trees w.r.t. a predefined ordering on the taxa. ALTS is fast enough
to infer a parsimonious tree–child network for a set of 50 trees on
50 taxa in a quarter of an hour on average even if the input trees do
not have any nontrivial taxon clusters in common. Another con-
tribution is an algorithm for assigning weights to the edges of
the reconstructed tree–child network if the input trees are weight-

ed. Our work makes network reconstruction more feasible in the
study of evolution and phylogenomics.

The accuracy analyses suggest that 50 trees are likely not
enough for accurately inferring a phylogenetic network model
that has 10 or more reticulation events. Therefore, a program
that can process more than 100 trees is definitely wanted. We re-
mark that ALTS can be made even more scalable by distributing
the computing tasks for taxon orderings into a number of proces-
sors using distributed computing programming. This is because
the computing tasks for different orderings are independent
from each other.

Phylogenetic relationships obtained for the 13 wheat-related
grass species and forHominin (Sec. D, SupplementalMethods) pro-
vide an illustration of good performance of ALTS on empirical
data. The analyses show that how to eliminate the effects of ILS
is important for inference of phylogenetic networks. We will fur-
ther investigate how to improve the accuracy of ALTS by incorpo-
rating the genomic sequences of the taxa and a process of
removing ILS events into network inference.

Methods

Method for generating random tree data sets

The simulated tree data sets were generated using an approach ap-
pearing in work byWu (2010). For each k∈ {20, 30, 40, 50}, a phy-
logenetic network on k taxa was first generated by simulating
speciation and reticulation events backward in time with the
weight ratio of reticulation to speciation being set to 3:1. Fifty trees
displayed in the networks were then randomly sampled. This pro-
cess was repeated to generate 2500 trees for each k.

For assessing the accuracy of ALTS for inferring phylogenetic
networks from genomic sequences, we generated gene trees with
branch lengths from a network by calling a coalescent simulation
program named ms (Hudson 2002). We ordered the speciation and
reticulation events in the input network and set the time difference
between adjacent evolutionary events to 10 coalescent units. Here, a
relatively long coalescent time between adjacent evolutionary events
was used to reduce the effect of ILS in the simulated gene trees.

Methods for gene sequence simulation and gene tree inference

We used the Seq-Gen program (Rimbaud andGrass 1997) with the
GTR substitutionmodel to generate DNA sequences of 1000 bp on
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Figure 6. The box andwhisker plots for the Jaccard scores for the original networks (Supplemental Fig. S4) and ones inferred using ALTS in three cases. In
each plot, the three bars from left to right summarize the 50 Jaccard scores obtained using five random inferred trees (Case 1), using five random inferred
trees that appeared six or more times in the list of all 2000 inferred trees (Case 2), and using the “true” gene trees (Case 3) sampled from the networks.
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a gene tree, where the scaling factor was set to 0.001 in order to
convert coalescent units to the mutational units for Seq-Gen.
Conversely, we used the RAxML program (Stamatakis 2014) with
the GTR model to infer a gene tree from the simulated DNA se-
quence of 1000 bp. We used an outgroup to root the gene trees in-
ferred by RAxML.

Jaccard score between two phylogenetic networks

We measured the dissimilarity between two phylogenetic net-
works by considering the symmetric difference of the set of taxa
clusters in the networks (Huson et al. 2010). Here, a cluster in a net-
work consists of all taxa below a node in that network. Precisely,
for two phylogenetic networks N1 and N2 over X, we use C(Ni) to
denote the multiset of clusters appearing in Ni for i=1, 2,
and define the Jaccard score between N1 and N2 as
s(N1, N2) = 1− |C(N1)> C(N2)|/ |C(N1)< C(N2)|.

Tree data preprocessing for wheat-related grass species

Two hundred forty-seven distinct gene trees for 13 wheat-related
grass species and four outgroup species were downloaded from
the evolutionary studyofGlémin et al. (2019). (These treeswere in-
ferred from orthologous genes in 47 individual genomes by using
RAxML v8.) To infer interspecific reticulate events, we simplified
the gene trees by using only one individual sequence for each spe-
cies and removing all four outgroup sequences, resulting in 227
distinct trees with 13 leaves. To reduce the effect of ILS and gene
tree inferring errors, we further selected 33 gene trees for which ei-
ther of the following two conditions is true: (1) it was inferred on
two genes, and (2) every node cluster of it appears in t (=20) or
more gene trees.We used the ratio of the number of trees displayed
in a network to its HN to measure its expression capacity. The per-
centage used in the condition (2) was chosen to control the trade-
off between the size and expression capacity of the networkmodel.
For t>18, the inferred networks had a high HN. For t>22, the in-
ferred network displayed a lownumber of gene trees. For t=18, 19,
20, 21, 22, the HN of the inferred network was 17, 13, 12, 12, and
12, whereas the network displayed 90, 71, 71, 71, and 63 gene
trees, respectively. Because 90/17<71/13< 71/12 and 63/12<71/
12, we selected 20 as the filtering condition, resulting 33 gene
trees.

Software availability

TheC source code of ALTS can be found as Supplemental Code and
at GitHub (https://github.com/LX-Zhang/AAST).
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