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A B S T R A C T

Conversational agents (CAs) are software-based systems designed to interact with humans using natural lan-
guage and have attracted considerable research interest in recent years. Following the Computers Are Social
Actors paradigm, many studies have shown that humans react socially to CAs when they display social cues such
as small talk, gender, age, gestures, or facial expressions. However, research on social cues for CAs is scattered
across different fields, often using their specific terminology, which makes it challenging to identify, classify, and
accumulate existing knowledge. To address this problem, we conducted a systematic literature review to identify
an initial set of social cues of CAs from existing research. Building on classifications from interpersonal com-
munication theory, we developed a taxonomy that classifies the identified social cues into four major categories
(i.e., verbal, visual, auditory, invisible) and ten subcategories. Subsequently, we evaluated the mapping between
the identified social cues and the categories using a card sorting approach in order to verify that the taxonomy is
natural, simple, and parsimonious. Finally, we demonstrate the usefulness of the taxonomy by classifying a
broader and more generic set of social cues of CAs from existing research and practice. Our main contribution is
a comprehensive taxonomy of social cues for CAs. For researchers, the taxonomy helps to systematically classify
research about social cues into one of the taxonomy's categories and corresponding subcategories. Therefore, it
builds a bridge between different research fields and provides a starting point for interdisciplinary research and
knowledge accumulation. For practitioners, the taxonomy provides a systematic overview of relevant categories
of social cues in order to identify, implement, and test their effects in the design of a CA.

1. Introduction

Conversational agents (CAs) are software-based systems designed to
interact with humans using natural language (Dale, 2016; McTear et al.,
2016). They are currently attracting much attention and are considered
to have great potential in many application domains such as retail,
healthcare, and education (Følstad and Brandtzæg, 2017; Gartner, 2017).
Recent technological advances in artificial intelligence have led to great
interest by organizations in using CAs to support users in finding relevant
information about products and services as well as performing routine
tasks (Gartner, 2018; Larivière et al., 2017; Maedche et al., 2019). Today,
text-based CAs or chatbots are increasingly being implemented on mes-
saging platforms and websites (Araujo, 2018). For example, over
100,000 chatbots have been created in less than one year on Facebook
Messenger (Johnson, 2017). Also, voice-based CAs can be found on PCs
and many mobile phones (e.g., Apple's Siri, Microsoft's Cortana), and
other types of physical devices (e.g., Google's HomePod, Amazon's Echo
Dot) (Maedche et al., 2016). Furthermore, considerable research has
been devoted to developing lifelike 3D animated and embodied CAs

(ECA) that can interact with humans through realistic socio-emotional
multimodal behaviors (Cassell, 2000a; Pelachaud, 2017). They are suc-
cessfully used in several domains such as health care and education
(Bickmore and Gruber, 2010; Zhang et al., 2017).

The overall idea of interacting with computers using natural language
dates back to the 1960s (McTear et al., 2016). Since the first text-based
CAs, such as ELIZA (Weizenbaum, 1966), were developed, much research
has been conducted on CAs in the fields of computer science (CS) in-
formation systems (IS), and human-computer interaction (HCI). Over the
years, researchers from these fields have used various names for this class
of systems (e.g., CA, ECA, chatbot, virtual assistant, digital assistant),
making it difficult to compare and interpret the results of their studies
(Dale, 2016; McTear, 2017). Nevertheless, there is a consensus among
researchers that the design and evaluation of CAs need to consider both
their technical and social aspects (Araujo, 2018; Bickmore and Cassell,
2005; Go and Sundar, 2019; Louwerse et al., 2005; Pelachaud, 2017).
Since CAs enable users to interact with computers using natural language
(i.e., a central human quality) and are capable of sensing and expressing
several multimodal verbal and nonverbal characteristics usually
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associated with humans (e.g., joke, gender, gestures, facial expressions,
response delay), users often react socially to them (e.g., Go and Sundar,
2019; Krämer, 2008b; Louwerse et al., 2005; Niewiadomski and
Pelachaud, 2010). While these characteristics have also been given var-
ious names in different research streams and fields (e.g., social cues, an-
thropomorphic features, human-like characteristics, human-like behavior,
multimodal behavior), many studies have shown that they have a sig-
nificant impact on how users perceive and interact with CAs (e.g., Araujo,
2018; Bickmore and Picard, 2005; Gnewuch et al., 2018a; Li et al., 2017).
To explain this phenomenon, most studies build on the Computers are
Social Actors (CASA) paradigm (Nass et al., 1994; Nass and Moon, 2000),
which states that humans interacting with computers exhibit social re-
actions that are similar to those observed in interpersonal communica-
tion. More specifically, humans tend to react subconsciously to social cues
of computers, no matter how rudimentary these cues are (Nass et al.,
1994; Nass and Moon, 2000). Therefore, social cues can positively in-
fluence various CA-related outcomes such as perceptions of a CA's social
presence (Araujo, 2018; Puetten et al., 2010), trust in a CA (Visser et al.,
2016), or user satisfaction with a CA (Verhagen et al., 2014). Moreover,
social cues determine the credibility of a CA (Demeure et al., 2011), the
believability of a CA (Carolis et al., 2004; Demeure et al., 2011; Pelachaud
and Bilvi, 2003), and the success of a long-term relationship between a CA
and a human (Bickmore and Picard, 2005). However, social cues have
also been associated with adverse effects (Brandtzaeg and Følstad, 2018;
Fogg, 2002; Ghazali et al., 2018; Wallis and Norling, 2005), which may
impede the adoption and use of CAs (Mimoun et al., 2012). Consequently,
it is essential for researchers and practitioners to have a comprehensive
understanding of the different types of social cues of CAs (Fogg, 2002;
Nass and Moon, 2000).

Existing research on social cues of CAs is scattered across different
fields of research, each using its specific terminology in order to reflect
the increasing specialization of its scientific discipline (Pantic et al.,
2011). This hinders the interdisciplinary exchange of researchers and
makes it difficult to classify and accumulate knowledge from their own
as well as related fields. Therefore, a shared understanding of social cues
of CAs can support researchers as well as practitioners to understand and
extend the existing body of knowledge. However, to the best of our
knowledge, no study aims to derive a comprehensive classification that
seeks to integrate existing research on social cues of CAs. Efforts have
been made to classify social cues of computers (Fogg, 2002), nonverbal
cues of ECAs (Cassell et al., 1994; Cowell and Stanney, 2005), social cues
of service agents (Wuenderlich and Paluch, 2017), and social cues of
physical robots (e.g., Fiore et al., 2013; Hegel et al., 2011; Wiltshire
et al., 2014). Moreover, computational models have been proposed that
describe how ECAs can express several social cues using a multimodal
realization (e.g., verbal cues combined with gestures and facial expres-
sions in a specific temporal arrangement) that interact with each other in
order to convey a specific meaning (Bevacqua et al., 2010; Carolis et al.,
2004; Pelachaud, 2009a, 2005).

While these classifications and models each provide valuable knowl-
edge on social cues and their multimodal realization for a specific domain,
a comprehensive classification of social cues of CAs combining research
findings from several domains is lacking. Currently, researchers and
practitioners, such as CA designers, are “in danger of re-inventing the wheel”
(p. 46) by neglecting or being unaware of the rich body of scientific work
on social cues of CAs of the past decades (McTear, 2017). To structure and
organize a large body of knowledge, researchers often use taxonomies to
classify objects based on their similarity (Nickerson et al., 2013). Taxo-
nomies can not only bring order to complex research domains, but also
offer guidance for researchers and practitioners (Nickerson et al., 2013).
Hence, we address the following research question:

How to build a taxonomy of social cues for conversational agents?

To address the research question, we conduct a systematic literature
review (SLR) to identify an initial set of social cues of CAs, classify them
in a taxonomy, evaluate the taxonomy using a card sorting approach, and

finally apply the taxonomy to investigate additional social cues of CAs
from research and practice. This article contributes by providing a
comprehensive taxonomy of social cues of CAs that comprises four ca-
tegories (i.e., verbal, visual, auditory, and invisible cues) based on
Leathers’ (1976) classification of the human communication systems
with ten additional subcategories based on other well established clas-
sifications (Burgoon et al., 2010; Leathers, 1976; Trenholm and Jensen,
2011). The taxonomy extends existing classifications of social cues of CAs
by integrating the four communication systems responsible for creating
and transmitting messages in interpersonal communication
(Leathers, 1976) into a representation that applies to CAs. Our applica-
tion of the taxonomy to existing research beyond our initial set of
identified social cues as well as to three real-world examples (i.e., text-
based CA, voice-based CA, ECA) demonstrates its usefulness in classifying
social cues of different types of CAs. Consequently, researchers can apply
the taxonomy to systematically classify existing and future research
about social cue phenomena into one of the taxonomy's categories and
corresponding subcategories. Practitioners can use the systematic over-
view of relevant categories of social cues in order to identify, implement,
and test the effects of social cues in the design of their CAs.

The remainder of this article is organized as follows. First, we in-
troduce related work on CAs, define social cues of CAs, and review
existing classifications. Next, we describe our three-step research
methodology. Subsequently, we outline the results of the literature
review and present the development of the taxonomy of social cues for
CAs. Finally, we discuss the results by showcasing the usefulness of the
taxonomy for research and practice and outline the limitations and
potential avenues for future research.

2. Related work and theoretical foundations

2.1. Conversational agents

The first CA, ELIZA, was developed in 1966 by Joseph Weizenbaum
as a computer program that “makes natural language conversation with a
computer possible” (Weizenbaum, 1966, p. 36). In the 1980s, this was
followed by the appearance of voice-based dialog systems, voice user
interfaces, ECAs, and social robots (McTear et al., 2016). Despite the
large number of different terms used to describe this technology (e.g.,
CA, ECA, chatbot, dialog systems, companions, virtual assistant, digital
assistant), all CAs build on the idea of communicating via natural lan-
guage (Dale, 2016). In order to cover several different types of systems,
we consider a CA as a software-based system designed to interact with
humans using natural language (Dale, 2016; McTear et al., 2016). This
means that the user and CA interact in a voice or text-based con-
versation without using restricted command phrases or a predefined set
of keywords (McTear, 2017). Although most CAs build on similar
technology (i.e., natural language processing), they differ considerably
in their design and application purposes (Dale, 2016).

Text-based CAs (i.e., chatbots) are often implemented on websites
and messenger platforms (e.g., Facebook Messenger, WeChat) in order
to provide customer service (Brandtzaeg and Følstad, 2018; Feine et al.,
2019a; Gartner, 2018). In addition, chatbots can be implemented in
various other domains such as for tutoring (Kerly et al., 2007), to
provide energy feedback (Gnewuch et al., 2018b), to provide library
information (Allison, 2012), or to support collaboration at the work-
place (Frommert et al., 2018).

Research on voice-based CAs, which are often referred to as spoken-
dialog systems, voice-user interfaces, or interactive voice response
systems, began in the late 1980s (McTear et al., 2016). One of the most
prominent spoken-dialog system projects were ATIS (Air Travel In-
formation Service) in the USA, SUNDIAL in Europe, and HMIHY (How
May I Help You) from AT&T (Gorin et al., 1997; McTear et al., 2016).
These voice-user interfaces were introduced in the 1990s in order to
automate self-service tasks and call routing (McTear et al., 2016).
Nowadays, voice-based CAs are dominated by major technology
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companies and often take on the role of personal assistants on devices
such as smartphones (e.g., Apple's Siri, Google's Assistant, Samsung's
Bixby), smart speakers (e.g., Amazon's Alexa), and PCs (e.g., Microsoft
Cortana) (McTear, 2017).

In addition, research has deeply investigated ECAs that use verbal
and nonverbal communication to realize realistic human-like con-
versational behavior, express social competence, and impact the user's
decision making and situation awareness (Cassell, 2000a, 2000b). ECAs
typically have a visual representation (e.g., a 3D avatar) and can display
various multimodal verbal and nonverbal behavior such as believable
human-like movements, mimicry, gaze behavior, spoken intonation,
and facial expressions (Carolis et al., 2004; Cassell et al., 2000;
Pelachaud, 2017, 2009b). Moreover, many ECAs are capable of de-
tecting and interpreting communicative signals from their human in-
terlocutors (Pelachaud, 2009a). Thus, they can communicate in a rea-
listic, human-like, and socially aware manner. Research has shown that
ECAs can serve as a tourist information point (Garrido et al., 2017),
relational clinical agent (Bickmore and Gruber, 2010), as an automatic
interviewing kiosk (Nunamaker et al., 2011), or even as a personal
assistant for conferences attendees (Cassell, 2019).

In recent years, the technical capabilities of CAs have increased
considerably (McTear et al., 2016) and many CAs have been introduced
into the market (Dale, 2016; Klopfenstein et al., 2017). However, many
researchers argue that CAs need more than just sophisticated technical
capabilities to succeed (Wallis and Norling, 2005). CAs must act socially
(Fogg, 2002; Go and Sundar, 2019; Shechtman and Horowitz, 2003;
Wallis and Norling, 2005) and should display authentic and expressive
behaviors (Carolis et al., 2004; Pelachaud, 2009b). However, researchers
indicate a lack of design knowledge across different fields in order to
design a successful CA from a social point of view (McTear et al., 2016;
Reeves, 2017). Besides high-level suggestions and domain-specific design
advice, there are no general design guidelines for social CAs
(McTear, 2017). As a result, many CAs fail to meet user expectations
(Mimoun et al., 2012), causing many CAs to confuse, frustrate, and
sometimes even annoy users (Chakrabarti and Luger, 2015; Moore, 2013;
Wallis and Norling, 2005). Consequently, it is crucial to pay attention to
the various social design features of a CA as they, for example, affect user
satisfaction (Verhagen et al., 2014), working alliance (Bickmore and
Picard, 2005), perceived interpersonal stances (Ochs et al., 2017), or
trustworthiness of the CA (Cassell and Bickmore, 2000).

2.2. Conversational agents are social actors

Since CAs use natural language and can express a variety of human-
like verbal and nonverbal behaviors, interaction with them often feels
similar to the interaction with real human beings (Gnewuch et al.,
2017). This can be traced back to the phenomenon that computers are
treated as social entities and that humans attribute human character-
istics towards computers, which do not warrant any human attributions
(i.e., a computer program is not a human) (Nass and Moon, 2000).

For example, Nass and colleagues showed that users perceive a
computer with two different voices as two distinct social actors and that
users apply gender stereotypes towards a computer dependent on its
voice (Nass et al., 1997, 1994). Furthermore, they found that partici-
pants ascribe a personality to a computer depending on its strength of
language, the interaction order and the expressed confidence level
(Moon and Nass, 1996; Nass et al., 1995). They further discovered that
a computer could be affiliated as a team member (Nass et al., 1996) and
that help offered from a computer results in increased motivation to
reciprocally help the computer (Fogg and Nass, 1997). Hence, compu-
ters trigger the user to exhibit emotional, cognitive, or behavioral re-
actions similar to reactions shown during interpersonal communication
(Krämer, 2005). However, “no studies have shown exactly how computing
products trigger social responses in humans” (Fogg, 2002, p. 89).

Particularly in the field of HCI, many studies have used the Computer
Are Social Actors (CASA) paradigm as their theoretical foundation to

explain the social reactions of humans towards computers (Nass et al.,
1994; Nass and Moon, 2000). According to the CASA paradigm, humans
turn their conscious attention to a subset of cues from a computer (e.g.,
female avatar) that cause them to categorize a computer as a relevant
social entity (e.g., computer is female) while ignoring that the computer
does not warrant human attributions (e.g., a computer cannot be biolo-
gically female) (Nass and Moon, 2000). Therefore, humans automatically
apply social rules, expectations, and scripts known from interpersonal
communication and apply it to the computer (e.g., apply gender ste-
reotypes to computer) (Nass et al., 1994; Nass and Moon, 2000). Nass
and colleagues argue that, from an evolutionary perspective, the human
brain was developed at a time when only humans showed social behavior
(Nass and Moon, 2000). In order to deal with the daily life, the brain
developed automatic social responses to react to other social entities.
Therefore, humans are hardwired to respond to anything that seems alive
in some way (Fogg, 2002). This happens subconsciously and instinctively
rather than rationally so that people often do not even notice that they
have reacted in a social manner towards a computer (e.g., humans may
not realize that they applied gender stereotypes to computers) (Nass
et al., 1994; Nass and Moon, 2000). As a consequence, cues of a com-
puter that lead to a social attribution are often called social cues (Araujo,
2018; Baur et al., 2015; Puetten et al., 2010; Reidsma et al., 2013) which
are defined in more detail in the following section.

2.3. Social cues of conversational agents

To understand humans (e.g., emotional states, innate abilities),
humans rely on many perceivable cues (e.g., gender, smile, gesture,
voice variations) during an interpersonal interaction (Donath, 2007).
Due to the similarity of interpersonal communication and the interac-
tion with CAs, cues are also important design features of CAs (Nass and
Moon, 2000). However, cues of CAs are often referred to in many dif-
ferent ways: cues, signals, social cues, social signals, but also anthro-
pomorphic features or human-like characteristics (Donath, 2007; Pantic
et al., 2011). To clarify the terminology, we outline existing definitions
of cues, signals, social cues, and social signals as well as provide our
conceptualization of social cues of CAs below.

In order to distinguish between a cue and a signal, Smith and
Harper (2003) argue from an ethological perspective that any commu-
nicative sign can be divided into a cue and a signal. Whereas a cue can be
defined as “any feature of the world, animate or inanimate, that can be used
by an animal as a guide to future action” (p. 3), a signal can be seen “as any
act or structure which alters the behavior of other organism, which evolved of
that effect” (Smith and Harper, 2003, p. 3). In another ethological defi-
nition, Hauser (1996) states that cues and signals both represent in-
formation but “cues tend to be permanently ON, whereas signals are more
plastic and can be in an ON and OFF state” (p. 9). From a psychological
perspective, cues can be defined as stimuli which serve “as a sign or signal
of something else and this connection must have been previously learned”
(Pantic et al., 2011, p. 517). Thus, cues function as indicators that “once
received as a percept, are attributed information through a decoding process”
(Vinciarelli et al., 2012, p. 71). Besides, Donath (2007) proposes that
“everything that we use to infer a hidden quality is a cue. A cue is a signal only
if it is intended to provide that information” (p. 2). Summarizing these
thoughts, Pantic et al. (2011) argue that a signal is any perceivable sti-
mulus from which the receiver may draw some information.

In the next step, we introduce the two terms social cues and social
signals. These terms are often used for cues or signals that do not only
convey information but are essential to interpret, understand, and en-
gage in a meaningful social interaction (Vinciarelli et al., 2009).
Therefore, Vinciarelli et al. (2009) argue that behavioral social cues are
relevant for producing social awareness and can be operationalized as
“temporal changes in neuromuscular and physiological activity” (p. 1744).
In the context of persuasive computers, Fogg (2002) considers social
cues as cues of computers “that elicit social responses from their human
users” (p. 89). In addition, Nass and colleagues state that social cues are
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those cues that trigger subconscious social reactions (Nass and
Moon, 2000). In the context of human-robot interaction (HRI), Lobato
et al. (2015) define social cues as features that “act as channels of social
information” (p. 62). Similarly, Fiore et al. (2013) define social cues as
“biologically and physically determined features salient to observers because
of their potential as channels of useful information" (p. 2). On the other
hand, social signals are considered as the ``expression of ones attitude
towards social situation and interplay, and they are manifested through a
multiplicity of non-verbal behavioural cues” (Vinciarelli et al., 2009,
p. 1743). Pantic et al. (2011) define social signals as signals that pro-
vide ``information about `social facts’, i.e., about social interactions, social
emotions, social attitudes, or social relations” (p. 519). In the context of
HRI, social signals can be defined as combinations of social cues that
are “conveying the perceived underlying meaning” (Lobato et al., 2015,
p. 62). Thus, social signals can be seen as the “meaningful interpretations
of cues in the form of attributions of an agent's mental state or attitudes”
(Wiltshire et al., 2014). Moreover, Fiore et al. (2013) argue that social
signals are “semantically higher than social cues” (p. 2) and “can be op-
erationalized as meaningful interpretations based on mental states and at-
titudes attributed to another agent” (p. 2).

In order to clearly distinguish between the terms cues and signals in
this article, we follow Donath (2007) in arguing that a signal evolves
from cues when they are created to have a communicative meaning or
the receiver attributes an informative meaning to them. Therefore, we
define a cue of a CA as any design feature of a CA salient to the user that
presents a source of information (e.g., nodding) (Smith and
Harper, 2003). Thus, cues are antecedents of signals and comprise all
perceptible design features of a CA. Subsequently, cues can evolve into
a social signal (Smith and Harper, 2003) through the attribution of so-
cialness towards the CA (i.e., nodding of a CA is perceived as a signal of
agreement) (Nass and Moon, 2000; Wiltshire et al., 2014). This attri-
bution is the result of a conscious or subconscious interpretation of the
cues, which ultimately triggers a social reaction of the user (e.g., user
reacts to the CA's nodding) (Knapp et al., 2013; Nass and Moon, 2000;
Vinciarelli et al., 2012). These social reactions of a user are considered
social “if a participant's emotional, cognitive, or behavioral reactions are
similar to reactions shown during interactions with other human beings”
(Krämer, 2005, p. 443). Thus, we define the term social cue as a cue that
triggers a social reaction towards the emitter of the cue (Fogg, 2002;
Nass and Moon, 2000). Table 1 summarizes the definitions of the key
concepts of this article.

Fig. 1 outlines the process of how a (social) cue evolves into a social
signal and subsequently triggers a social reaction based on one ex-
ample. Nass et al. (1997) showed that a CA's gender of voice (i.e., a cue)
leads humans to attribute a biological gender towards a CA (i.e., a social
signal). This triggers the user to express gender-based stereotypic re-
sponses towards the CA (i.e., a social response). As this reaction to-
wards a CA is similar to human behavior in interpersonal commu-
nication, the cue called gender of voice can be considered as a social cue.

Finally, Table 2 illustrates several examples of social cues, social
signals, as well as their corresponding social reactions. To provide an
exemplary overview, we selected two examples for each type of CA
(i.e., text-based, voice-based, and ECAs) from literature.

It must be noted that relationships between social cues, their corre-
sponding social signals, and the resulting social reactions are not

deterministic cause and effect relationships (i.e., a single social cue does
not always lead to a single social signal). Instead, a single social cue can
lead to many different social signals (Carolis et al., 2004). For example, a
smile of a CA can be perceived as the social signal of friendliness, the
emotion of joy, or as a dominant or a submissive personality (Carolis
et al., 2004; Youssef et al., 2015). Moreover, the relationship between
social cues and social signals is highly context-dependent (Lamolle et al.,
2005). In most Western cultures, vertical nodding is generally perceived
as agreement, whereas in Bulgaria, this social cue is interpreted differ-
ently and means disagreement (Andonova and Taylor, 2012). Moreover,
one social signal (e.g., agreement) is usually the result of a complex in-
terplay of several and sometimes multimodal single social cues (e.g.,
greeting, nodding, smile, and gesture) (Bevacqua et al., 2010; Pelachaud,
2009a). Therefore, social cues usually do not occur in isolation and need
to be considered together in order to create an expressive, natural, and
believable social behavior (Bevacqua et al., 2010; Caridakis et al., 2007;
Pelachaud, 2005). As a consequence, researchers describe communicative
functions conveyed by a CA usually as pairs of the desired meaning and
their corresponding operationalization through social cues (Carolis et al.,
2004). The combination of several single social cues at the same time,
however, can also lead to conflicts and to abnormal behaviors (e.g., frown
and a simultaneous raising of the eyebrows) (Pelachaud, 2009a, 2005).
Moreover, a smile can signal friendliness, whereas a smile followed by
gaze and head aversion can create the social signal of embarrassment
(Chollet et al., 2014; Pelachaud, 2009a). Therefore, it is important to
consider the sequence, length, and temporal arrangement of single social
cues since social signals evolve dynamically over time (Vinciarelli et al.,
2012). Finally, a smile usually responds to another smile, and a posture is
usually followed by another posture (Pelachaud, 2017). Therefore, the
imitation and reciprocal adaptation of social cues (e.g., smile of a CA as
reaction to a smile of a user, repetition of user utterances by the CA) also
impacts the conveyed social signals of a CA (Campano et al., 2015;
Lamolle et al., 2005; Prepin et al., 2013; Youssef et al., 2015).

Since different social signals are created through the co-occurring,
temporal arrangement, multimodal realization, and reciprocal adapta-
tion of several single social cues, we argue that a classification of single
social cues on the lowest level of complexity would provide a good
starting point for researchers from different domains as well as different
contexts and cultures. Although we are aware that single social cues
usually do not occur in isolation, we focus on classifying single social
cues since researchers and practitioners should have a clear under-
standing of the different types of social cues of CAs. This understanding
then serves as a foundation to investigate their context-dependent out-
comes and decide how specific social signals should be operationalized.
Thus, in this article, we use the term social cues to refer to single social
cues of CAs.

2.4. Existing classifications of social cues

In order to distinguish between different social cues, interpersonal
communication theory already provides several useful starting points.
Burgoon et al. (2011) classify nonverbal communication cues into eight
major codes that constitute the way they are created, transmitted,
perceived, and interpreted. These are called kinesics, vocalics, physical
appearance, proxemics, haptics, chronemics, environment and artifacts,

Table 1
Definitions of key concepts.

Concept Definition

Cue A cue is any design feature of a CA salient to the user that presents a source of information (Smith and Harper, 2003).
Social Signal A social signal is the conscious or subconscious interpretation of cues in the form of attributions of mental state or attitudes towards the CA (Nass and Moon,

2000; Wiltshire et al., 2014).
Social Reaction A social reaction is an emotional, cognitive, or behavioral reaction of the user towards a CA that is considered appropriate when directed at other humans beings

(Krämer, 2005).
Social Cue A social cue is a cue of a CA that triggers a social reaction of the user towards the CA (Fogg, 2002; Nass and Moon, 2000).
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and olfactics (Burgoon et al., 2011). Leathers (1976) classifies the in-
terpersonal communication system into four subsystems that transfer
meaning either each on its own or by interacting, reinforcing, and
conflicting with the other systems. The four systems are called verbal,
visual, auditory, and invisible (Leathers, 1976). Furthermore, Trager
(1958), Crystal (1969), and Laver (1980) provide influential classifi-
cations of nonverbal vocal cues.

Reviewing related work in HCI and HRI, we identified existing
classifications that provide valuable insights about different types of
social cues for specific technology domains (e.g., email, robots, com-
puters in general) or for specific application contexts (e.g., digital ser-
vices). For example, Walther (2006) classifies nonverbal cues trans-
mitted in computer-mediated communication and structures them into
cues that either remain from interpersonal communication (e.g.,
chronemics) or are reintroduced by technology (e.g., 2D avatars, an-
thropomorphic icons). In another classification, Fogg (2002) provides
an overview of different types of social cues of computers that can be
used to create persuasive technology products. He proposes five pri-
mary categories of social cues: physical, psychological, language, social
dynamics, and social roles. Cassell et al. (2000) classify the design di-
mensions along which the embodiment of a CA can vary. They distin-
guish whether the appearance of the ECA is animated, photorealistic,
stable, 2D or 3D, or humanoid. Cowell and Stanney (2005) review
several empirical studies that investigate non-verbal cues. They cate-
gorize nonverbal cues from ECAs that influence the perceived cred-
ibility of the character dependent on the origin (i.e., non-behavioral,
behavioral) and individual control of the social cue (i.e., low, high). In
an extensive review written in German, Krämer (2008a) analyses var-
ious theories and empirical studies covering social responses to CAs.
She concludes that two types of human-like cues are responsible for a
subliminal attribution of socialness to a CA: behavior cues (e.g., inter-
activity, movements, actions) and outer cues (e.g., eyes). These cues
trigger social responses irrespective of whether the user judges the
agent as being human or not (Krämer, 2008a). Wuenderlich and
Paluch (2017) analyze how social cues affect the authenticity percep-
tions of service agents. They categorize social cues into agent-related

cues and communication-related cues. Agent-related cues refer “to the
user's evaluation of the service agent” (Wuenderlich and Paluch, 2017,
p. 7). They consist of visual (e.g., picture of the agent) and audio cues
(e.g., voice of the agent), as well as identity cues (e.g., display name of
the agent). Communication-related cues include the communication
styles of the agent, which influences “how users evaluate the quality of the
communication” (Wuenderlich and Paluch, p. 7). They include varia-
tions of the use of language such as empty phrases, colloquial language,
emotions, attentiveness, and personalization.

In the domain of Social Signal Processing (SSP), Vinciarelli et al. (2009)
distinguish the most critical behavioral cues necessary to understand social
interactions. Therefore, they separate behavioral social cues in physical
appearance (i.e., height, body shape, attractiveness, body shape), gesture
and posture (i.e., hand gestures, posture, walking), face and eye behavior
(i.e., facial expression, gaze behavior, focus of intention), and space and
environment (i.e., distance, seating arrangements) (Vinciarelli et al., 2009).
Akhtar and Falk (2017) derive a taxonomy of social cues from the ob-
servation that SSP methods generally use two kinds of cues: cues including
words (e.g., the semantic linguistic content of speech), and wordless and
visual cues (e.g., gestures). Verbal cues account for “what is being said and
include descriptive verbal messages of spoken communication” (Akhtar and
Falk, 2017, p. 1). Non-verbal cues are expressed through “temporal changes
in neuromuscular and physiological activities”, which can be further separated
in several subgroups (e.g., vocal, visual, sensor/device, neurological)
(Akhtar and Falk, 2017, p. 1).

In addition, much research on HRI has been dedicated to under-
standing and modeling social cues of robots. For example,
Hegel et al. (2011) propose a multidimensional taxonomy of social cues
for robots which distinguishes social cues according to their sign ty-
pology (i.e., signal, cue), the designer's intention (i.e., explicit, im-
plicit), source of sign (i.e., human, artificial), perceptual type (i.e.,
appearance, auditive, olfactory, tactile, motion). In another HRI clas-
sification, Fiore et al. (2013) build on SSP and distinguish between
physical and behavioral social cues of robots. Physical cues consist of
“aspects of physical appearance and environmental factors, such as the
distance between a social agent and an observer” (p. 2) and behavioral

Fig. 1. The emergence of a social reaction towards a cue of a CA defines a social cue (example based on Nass et al., 1997).

Table 2
Examples of social cues of CAs.

Social cue(s) Social signal Social reaction References

Choice of words Perceived politeness of CA. Impact on user's learning endeavors. Mayer et al. (2006)
Excuse Perceived empathy of CA. Users spend more time interacting with a

CA.
Klein et al. (2002)

Interaction order, strength of language,
confidence

A CA that uses a strong (weak) language, always replies
first (last), and has a high (low) confidence is perceived
as being dominant (submissive).

Users perceive a CA as more satisfactory
and beneficial when its personality
matches their personality.

Nass et al. (1995)

Gender of voice Attribution of a biological gender towards CA. Application of gender stereotypes towards
CA.

Nass et al. (1997)

Head movement, facial expression, eye
movement, gestures

Communicative functions about the CA's beliefs,
intentions, affective state, and mental state.

Perception and identification of CA's
expressive behavior.

Pelachaud (2005)

Head movement, smile, facial expression, eye
movement, vocal segregates, vocalization,
voice tempo, pitch range

Attribution of meaning to multimodal backchannels
(e.g., agreement, refusal).

Understanding the conveyed meaning of
backchannels.

Bevacqua et al. (2010)
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cues consist of “non-verbal movements, actions, and gestures as well as
verbal vocalizations and expressions using the body and face” (p. 2) such as
gestures, laughers, and smiles (Fiore et al., 2013). Moreover,
Wiltshire et al. (2014) categorize social cues of robots into para-
linguistic cues, gaze cues, and proxemic cues.

While the classifications mentioned above provide valuable insights
on how to differentiate types of social cues dependent on the specific
technology or application context, a comprehensive overview and
classification of social cues of CAs from various research domains is
lacking.

3. Methodology

In this section, we outline our methodology to review existing re-
search on social cues of CAs and to develop a taxonomy. As shown in
Fig. 2, our methodology comprises three steps. First, we conducted a
SLR on social cues of CAs following established guidelines (Kitchenham,
2004; Webster and Watson, 2002; Wolfswinkel et al., 2013). Then, we
used the identified social cues in the selected publications as input to
develop a taxonomy of social cues for CAs based on the approach by
Nickerson et al. (2013). Subsequently, we evaluated the taxonomy
using a card sorting procedure based on Moore and Benbasat (1991).

3.1. Step 1: literature review

As a first step, we conducted a SLR to identify and analyze existing
research on social cues of CAs based on the guidelines of Kitchenham (2004)
and Webster and Watson (2002). Since research on this topic is scattered
across different areas, we selected three databases covering relevant lit-
erature in CS and IS, namely IEEE Xplore Digital Library, ACM Digital Li-
brary, and EBSCOhost. To account for different names used to describe CAs
(e.g., CA, ECA, chatbot, virtual assistant, digital assistant) and social cues
(e.g., social cues, anthropomorphic features, human-like characteristics), we
conducted an exploratory search in all three databases to identify relevant
keywords and synonyms to build our search term. We decided to perform a
full-text search to include relevant publications that do not explicitly men-
tion CAs and social cues in their abstracts, titles, or keywords. Subsequently,
all publications were assessed with respect to the following inclusion cri-
teria: first, publications had to be original, peer-reviewed, and written in
English. Second, publications had to refer to any type of CA (e.g., voice-
based, text-based, embodied) and analyze social cues of a CA that led to
social reactions by the users. The complete search strategy is shown in
Fig. 3. In addition, we conducted a backward/forward search to identify

further publications (Webster and Watson, 2002).
Subsequently, all selected publications were coded according to the

guidelines of Wolfswinkel et al. (2013). We reviewed all selected pub-
lications and identified and labeled all excerpts dealing with social
cues. Next, we systematically differentiated, partitioned, and integrated
these excerpts in several iterative adjustment cycles to identify relevant
social cues. The results of step 1 served as the initial input for our
subsequent taxonomy development process.

3.2. Step 2: taxonomy development

In literature, the terms “taxonomy”, “classification”, and “typology”
have been used interchangeably (Gregor, 2006; Nickerson et al., 2013).
While a discussion of their individual differences is beyond the scope of
this article (for a detailed discussion, see Lakoff, 1987), the general
process of classification is the assignment of objects to categories based
on their similarity (Bailey, 1994). In developing our taxonomy, we fol-
lowed the method by Nickerson et al. (2013). Their method integrates
two development approaches (i.e., a conceptual-to-empirical and an
empirical-to-conceptual approach) into a single iterative approach. The
conceptual-to-empirical approach is a top-down approach that sub-
divides a general category based on theory foundation and not on em-
pirical findings (Gerber et al., 2017; Nickerson et al., 2013). The em-
pirical-to-conceptual approach is a bottom-up approach that groups
objects into categories based on their perceived similarities (Gerber et al.,
2017; Nickerson et al., 2013). The method proposed by
Nickerson et al. (2013) combines the advantages of both approaches and
allows researchers to modify the taxonomy in a more flexible manner. In
addition, we extended the method of Nickerson et al. (2013) with hier-
archical categories and subcategories as described in Prat et al. (2015).

Nickerson et al. (2013) suggest to define objective and subjective
ending conditions that determine the ending of the iterative development
cycles. The objective ending conditions are met when the taxonomy is
mutually exclusive and collectively exhaustive (Nickerson et al., 2013).
This means that the classification consists of enough categories to assign
each object to a category (collectively exhaustive), and each object is
assigned to one and only one category (mutually exclusive). Thus, there
is exactly one category for each object (Bailey, 1994; Nickerson et al.,
2013). The subjective ending conditions are met when the taxonomy is
concise (i.e., meaningful number of categories), robust (i.e., categories
provide a sufficient differentiation among the social cues), comprehen-
sive (i.e., includes all social cue categories of interest), extensible (i.e.,
other not yet mentioned social cue categories could be easily added), and

Fig. 2. Research methodology.
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explanatory (i.e., provides useful explanations of the nature of social
cues) (Nickerson et al., 2013). The iterative development process ends
when all these conditions are met.

3.3. Step 3: taxonomy evaluation

A taxonomy needs to benefit its users (Nickerson et al., 2013) and
is only as good as the categories on which it is based (Bailey, 1994).
Therefore, all categories must be easy to understand, all category
names and definitions must be meaningful and natural, and the logic
used to assign the objects to categories must be clear, simple, and
parsimonious (Gregor, 2006). We selected a card sorting procedure to
evaluate our preliminary taxonomy in order to assess how potential
users of the taxonomy (i.e., CA researchers and practitioners) under-
stand the categories, subcategories, and definitions (Moore and
Benbasat, 1991).

Our card sorting procedure was divided into three consecutive
iterations, each with new participants and a refined version of the
taxonomy. The participants recruited for these sessions were po-
tential users of the taxonomy, namely CA researchers and practi-
tioners. In each session, each individual participant was introduced
to the topic and received the definitions for each social cue category.
Then, all cards were handed out, containing all relevant information
about each social cue (i.e., name, detailed description, examples, see
example cards in Appendix Fig. A1) (Rugg and McGeorge, 2005).
Finally, the participants were asked to sort each social cue card to
one of the categories and subsequently to one of the subcategories.
All card sorting sessions were audio recorded with participants’
consent. The card sorting process iterates until two measures con-
firm that the taxonomy is perceived as meaningful and natural
(Moore and Benbasat, 1991). First, a high inter-rater agreement
indicates a high reliability of the sorting sessions, which suggests
that different users of the taxonomy understand the categories in a
similar way. This is measured using Cohen's Kappa, which is the
chance corrected coefficient of agreement (Cohen, 1960). Cohen's
Kappa can only be applied to two sorters, so it was calculated for
each pair of participants. Additionally, Fleiss’ Kappa was calculated,
an extended version of Cohen's Kappa for more than two sorters
(Fleiss, 1971). Moore and Benbasat (1991) consider an agreement
above a Kappa value of 0.65 to be acceptable. Others consider a
value above 0.81 (Landis and Koch, 1977) or 0.91 (LeBreton and
Senter, 2008) as a very strong agreement. Second, we calculated
social cue placement ratios that indicate how many social cues are
placed in our intended target category (Moore and Benbasat, 1991).
A category with a high degree of correct social cue placements in-
dicates that the categories are well understood. However, there is no
measure for “good” placement ratios, as this method is rather a
qualitative analysis used to identify problem areas (Moore and
Benbasat, 1991). In addition to these two measures, we audio re-
corded all sessions to better understand the thoughts and concerns
of the participants (Rugg and McGeorge, 2005).

4. Results

4.1. Literature review results

The literature search was conducted in January 2018 and yielded a
total of 1.109 results in three databases. First, we removed publications
based on formal criteria (i.e., duplicates, non-English and not peer-re-
viewed publications). Second, we assessed titles and abstracts of all
retrieved publications for relevance. We excluded publications that
were not concerned with our research focus. For example, many pub-
lications focused on the architecture and technical implementation of
CAs or analyzed social cues of different technologies such as physical
robots. Third, we retrieved the full text of all remaining publications
and analyzed them based on the following criteria. We excluded all
publications that did not investigate or design social cues of a CA. This
led to the selection of 31 relevant publications. Finally, we performed
an additional backward/forward search (Webster and Watson, 2002),
which identified further 61 relevant publications. The high number of
additional retrieved publications indicates that social cues of CAs are
often investigated, but not always explicitly mentioned. Finally, the SLR
ended and identified a total of 92 relevant publications.

In the next step, we labeled all study excerpts related to social cues
following the method of Wolfswinkel et al. (2013). Therefore, we
conducted iterative abstraction and integration cycles and derived 48
distinct social cues. To achieve a consistent level of abstraction, we
oriented ourselves at the level of abstraction of well-established clas-
sifications and communicative codes in intermediate communication
theory (e.g., Burgoon et al., 2010; Knapp and Daly, 2011; Trenholm and
Jensen, 2011) and in prosody and paralanguage in speech
(Crystal, 1969; e.g., Trager, 1958). This final list of social cues is
summarized in Table 3. As with any other literature review, we do not
argue that this list is exhaustive. However, 48 social cues deem suitable
to serve as an initial starting point for developing a taxonomy.

4.2. Taxonomy development results

We started the taxonomy development process by defining a high-
level meta-characteristic as a basis for the classification of social cues
(Nickerson et al., 2013). Any subsequently identified category should
be a logical consequence of this meta-characteristic to avoid naive
empiricism and thus, should be based on the expected needs of po-
tential users (Nickerson et al., 2013). Due to the different interpreta-
tions of social cues resulting from their interplay and the influence of
context, we argue that researchers and practitioners must first under-
stand the different types of social cues before conclusions about their
outcomes and their operationalization can be drawn. Therefore, we aim
to investigate and classify the different types of social cues that can be
implemented as design features in a CA. Thus, the meta-characteristic
for the taxonomy development process is the type of social cues of CAs.

We decided to start with an empirical-to-conceptual taxonomy de-
velopment approach, as we identified 48 social cues in the SLR that
served as our initial empirical basis (Nickerson et al., 2013). The first

Fig. 3. Search strategy.
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iteration cycle aimed to sort all social cues into categories at the highest
possible level (Gregor, 2006) and to define the general types that de-
termine how social cues are created. By scanning the data, we classified
the social cues of CAs into the two fundamentally different ways they
are created in interpersonal communication. Overall, 17 social cues are
created by written or spoken words, and 31 social cues are not asso-
ciated with the use of words. The distinction in verbal and nonverbal
cues is often applied in interpersonal communication theory since a
dialogue is an ensemble of verbal and nonverbal communication
(DeVito, 2013; Fernández-Dols, 2013; Guerrero et al., 1999). Therefore,
verbal means “expressed with words” (Fernández-Dols, 2013, p. 79) and
nonverbal “expressed by non-linguistic means” (Gamble and
Gamble, 2014, p. 152), which is often referred to as paralanguage in
voice-based communication (Poyatos, 1991; Schötz, 2002). The as-
signment of all 48 social cues to these two categories fulfills the ob-
jective ending criteria for building a flat and one-dimensional, mutually
exclusive, and collectively exhaustive taxonomy. However, a classifi-
cation based on trivial categories creates a trivial taxonomy
(Bailey, 1994). Consequently, we did not perceive this initial taxonomy
as concise (i.e., as it has only two categories) and decided to conduct a
further iteration.

In the next iteration, we switched to a conceptual-to-empirical
classification approach to reveal more concise categories. After ex-
amining communication literature, we decided to classify the social
cues based on the human communication systems described by
Leathers (1976). This provides a “holistic, comprehensive, and realistic
picture of the complex set of behaviors that interact to make up human
communication” (p. 11). Therefore, we argue that it also provides a
valuable starting point for classifying social cues of CAs. Leathers states
that the human communication system consists of the verbal and
nonverbal communication systems (in accordance with the taxonomy of
the first iteration). He further categorizes the nonverbal communication
system into three subsystems, namely visual, auditory, and invisible
(Leathers, 1976; Leathers and Eaves, 2015). Each of the four commu-
nication systems is responsible for creating and transmitting different
messages in interpersonal communication and thus, seems appropriate
for the classification of social cues of CAs. Therefore, we assigned all 31
nonverbal social cues to one of the three corresponding nonverbal
communication systems. 19 social cues were assigned to visual cues,
which relate to all nonverbal cues that are created through visual
channels and are decoded by sight (Leathers, 1976; Leathers and Eaves,
2015). Eight social cues were assigned to the auditory cues, which are
created through nonverbal sounds and are decoded by hearing
(Leathers, 1976; Leathers and Eaves, 2015). Finally, four cues were
assigned to the invisible cues, which are transmitted in the absence of
any visualizations or sounds (e.g., through the use of time, through
odors, through touch) (Leathers, 1976; Leathers and Eaves, 2015). This

results in four mutually exclusive and collectively exhaustive social cue
categories that provide a complete and holistic differentiation of the
channels through which social cues are created. In the next step, we
divided these categories into subcategories to identify more specific
ways to create social cues. Therefore, we performed additional con-
ceptual-to-empirical development iterations to subdivide each of the
four categories, which are described below.

Verbal cues refer to all social cues created by words. What people say
or write with words belongs to the discourse of an interaction which can
be defined as the “social action made visible in language” (Antaki, 2008,
p. 2). In order to analyze the discourse of an interaction, various ap-
proaches have been developed (Antaki, 2008). However, each method
faces a variety of challenges (Antaki et al., 2003). One reason is the
complex structure of the human language that can result in under-analysis
of the diverse facets of the human language. Following Trenholm and
Jensen (2011), we can analyze language according to the codes that
constitute it (e.g., discrete and separable units), the function it conveys
(e.g., express and control emotion), or the structure of language (e.g.,
semantic, syntactic, pragmatic). Moreover, verbal cues can be produced
on different layers such as conversational behavior, topic selection, style,
syntax, lexicon, and speech (Mairesse et al., 2007). In addition, verbal
communication can be analyzed according to the various facets of content
analysis procedures, which distinguish the syntactic, syntactic-semantic,
semantic, semantic-pragmatic, syntactic-pragmatic, semantic-pragmatic,
and pragmatic level of analysis (Titscher et al., 2000). Taking these di-
mensions into consideration, it becomes prevalent that “in the study of
language, as in any other systematic approach, there is no neutral terminology”
(Searle et al., 1980, p. vii). In order to ensure that the dimensions of the
taxonomy remain natural, simple, and parsimonious (Gregor, 2006), we
follow Walther (2008) that language cues can engender social functions
depending on the “style and the verbal content of the articulated message”
(Walther, 2008, p. 394). Other researchers divide verbal cues into similar
categories (Collier, 2014; Tannen, 1984; Thomas et al., 2018). Thus, it can
be assumed that the same verbal content (i.e., what is said) can be ex-
pressed in many different styles (i.e., how something is said)
(Collier, 2014). Thus, content cues refer to all aspects of the language that
remain after a message has been transcribed and paraphrased and con-
tains the strict and literal meaning itself (Collier, 2014). Moreover, ev-
erything said must be said somehow (Tannen, 1984). Language can create
different social meanings which are transmitted on different linguistic
levels such as phonology, syntax, semantics, or lexicon (Bell, 1997).
Therefore, style cues refer to the meaningful deployment of language
variation in a message (Selting, 2009). Since both content and style ele-
ments of the articulated message generate social reactions (Walther, 2006,
1992), we assigned eleven social cues to content cues and six to style cues.

Visual cues refer to all nonverbal social cues that are visually per-
ceptible and can be created in three different ways: kinesics (i.e., body

Table 3
List of identified social cues (number of publications)a.

[SC 1] 2D-/3D-agent visualization (n=1) [SC 17] First turn (n=5) [SC 33] Refer to past (n=3)
[SC 2] Abbreviation (n=1) [SC 18] Formality (n=4) [SC 34] Response time (n=4)
[SC 3] Age (n=3) [SC 19] Gender (n=11) [SC 35] Self-disclosure (n=5)
[SC 4] Arm and hand gesture (n=9) [SC 20] Gender of voice (n=5) [SC 36] Self-focused question (n=4)
[SC 5] Ask to start/ pursue dialog (n=1) [SC 21] Greetings and farewells (n=4) [SC 37] Sentence complexity (n=2)
[SC 6] Attractiveness (n=4) [SC 22] Grunts and moans (n=1) [SC 38] Small talk (n=6)
[SC 7] Background (n=1) [SC 23] Head movement (n=12) [SC 39] Strength of language (n=8)
[SC 8] Clothing (n=4) [SC 24] Joke (n=4) [SC 40] Tactile touch (n=2)
[SC 9] Color of agent (n=6) [SC 25] Laughing (n=3) [SC 41] Temperature (n=1)
[SC 10] Conversational distance (n=3) [SC 26] Lexical diversity (n=1) [SC 42] Thanking (n=2)
[SC 11] Degree of human-likeness (n=17) [SC 27] Name tag (n=3) [SC 43] Tips and advice (n=4)
[SC 12] Emoticons (n=2) [SC 28] Opinion conformity (n=3) [SC 44] Typeface (n=1)
[SC 13] Excuse (n=5) [SC 29] Photorealism (n=4) [SC 45] Vocal segregate (n=4)
[SC 14] Eye movement (n=16) [SC 30] Pitch range (n=5) [SC 46] Voice tempo (n=6)
[SC 15] Facial expression (n=25) [SC 31] Posture shift (n=10) [SC 47] Volume (n=2)
[SC 16] Facial feature (n=2) [SC 32] Praise (n=6) [SC 48] Yawn (n=1)

a A description and examples for each social cue are provided in Table A1 in the appendix.
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movement and gestures representing body language), proxemics (i.e., use
of space, distance, and territory), or artifacts (i.e., appearance, clothing,
and accessories) (Leathers, 1976; Leathers and Eaves, 2015; Trenholm
and Jensen, 2011). Since Leathers’ (1976) artifactual communication
system is directly derived from the human appearance, it consists of the
fixed biological appearance and its manipulation. Since the visual ap-
pearance of a CA can be designed in almost all possible ways, it does not
seem reasonable to differentiate between fixed and variable appearance
forms. Therefore, the term “agent appearance” was used for this cate-
gory, which contains all social cues related to the visual representation of
a CA. Finally, we assigned all visual cues to one of the three sub-
categories. This resulted in the assignment of ten social cues to agent
appearance cues, five to kinesic cues, and two to proxemic cues.
Nevertheless, two social cues could not be assigned to one of these three
subcategories, namely typefaces (Candello et al., 2017) and emoticons
(Brandão et al., 2013; Li et al., 2017). Therefore, we switched to an
empirical-to-conceptual approach to analyze these two social cues. We
identified that these two social cues do not fit into interpersonal com-
munication theory since emoticons and typefaces are not present in
human face-to-face communication. Instead, they are specific features of
computer-mediated communication (CMC) (Liebman and Gergle, 2016),
in which they are used as visual cues to expand the meaning of text
messages (Rezabek and Cochenour, 1998; Walther, 2006). In the litera-
ture, they are often referred to as CMC cues (e.g., Kalman and
Gergle, 2014, 2010) or CMC features (e.g., Hill et al., 2015). Thus, we
followed these propositions and assigned all social cues created by visual
and text-based elements, such as typefaces and emoticons, to the newly
developed fourth visual cue category called CMC cues.

Auditory cues refer to all social cues created through nonverbal
sounds, which are also often referred to as vocalics, paralanguage, or
prosody (Burgoon et al., 2011). Various authors have provided classifi-
cations in order to distinguish nonverbal vocal cues which surround
speech behavior (Knapp et al., 2013). For example, some distinguish
them by primary qualities (e.g., pitch, tempo) and voice qualifiers
(Poyatos, 1991). Others refer to paralinguistic (affective information)
and extralinguistic (i.e., voice qualities) information in speech
(Laver, 1980). Crystal (1969) analyzed spontaneous speech and provided
an influential distinction of the English tone of voice. He distinguishes
the non-linguistic vocal effects, semiotic frame, and the vocal-auditory
components which are further separated into segmental verbal (e.g.,
vocalizations), pause phenomena, and non-segmental features which
consists of prosodic features (e.g., tone, pitch-range, loudness) and
paralinguistic features (e.g. falsetto, chest) (Crystal, 1969). One of the
first systematic and most influential studies in this field was the tax-
onomy proposed by Trager (1958) (Nöth, 1995). Following his tax-
onomy, auditory cues include voice set, voice qualities, and vocalizations
(Trager, 1958). Voice set refers to the idiosyncratic background of speech
(Trager, 1958). These include permanent or quasi-permanent physical
and physiological characteristics of the voice such as gender, age, and
health (Nöth, 1995; Trager, 1958). Voice qualities include all recogniz-
able and adjustable characteristics of the voice along a continuum such
as the acceleration or deceleration of speech speed or the narrowing or
spreading of the pitch range (Burgoon et al., 2010; Trager, 1958). Vo-
calizations refer to the nonlinguistic vocal sounds or noises which do not
belong to the background characteristic of speech (Trager, 1958). They
are remote from any linguistic relevance (James, 2017) and include vocal
features like laughing and crying, vocal qualifiers in terms of overloud or
oversoft, as well as vocal segregates such as segmental sounds like “uh-
huh” and “mhm” (Nöth, 1995; Trager, 1958). Using the taxonomy by
Trager (1958), we assigned one social cue to voice set, three to voice
qualities, and four to vocalizations.

Invisible cues refer to all social cues which we cannot see or hear
(Knapp et al., 2013; Leathers, 1976; Leathers and Eaves, 2015). Due to the
invisible character of these cues, invisible cues constitute “the silent lan-
guage” (Hall, 1990) in communication and comprise chronemic, haptic, and
olfactory cues (Leathers, 1976; Leathers and Eaves, 2015; Trenholm and

Jensen, 2011). Chronemics describes the function of time and timing in
communication such as waiting times, lead times, or tempo (Burgoon et al.,
2011, 2010; Hall, 1990). Haptics - also referred to as tactile communication
(Leathers, 1976; Leathers and Eaves, 2015) - encompasses the perception
and use of touch (Burgoon et al., 2010). This includes various forms of
touch (e.g., slaps, kisses, kicks), their intensity, position, and the body parts
that perform the touch (Burgoon et al., 2011). Haptic cues may be visible,
but they “communicate powerful meanings in the absence of any illumination
and […] the decoder relies on cutaneous receptors rather than eyesight to decode
them” (Leathers and Eaves, 2015, p. 13). Finally, olfactory communication
refers to all communication elements that are created through the use of
odors and smells (Burgoon et al., 2011). Subsequently, all invisible social
cues were assigned to one of the three subcategories. Hence, we assigned
two social cues each to chronemics and haptics, but no olfactory cue was
identified. This violates one of the objective ending conditions of
Nickerson et al. (2013), which states that at least one object must be as-
signed to each category. Thus, we excluded olfactory cues.

Finally, all 48 social cues could be assigned to one of the four
identified social cue categories and subsequently, to one of their ten
subcategories. The taxonomy is exclusive and exhaustive because every
social cue was assigned to exactly one category and later to exactly one
subcategory. As all objective and subjective ending conditions were met
(i.e., concise, robust, comprehensive, expendable, explanatory), the
taxonomy development process ended at this point.

4.3. Taxonomy evaluation results

To evaluate whether the taxonomy appears clear, simple, and par-
simonious (Gregor, 2006), we conducted a series of card sorting eva-
luation rounds (Moore and Benbasat, 1991). In three consecutive
weeks, three sessions were conducted with five participants each (no-
vice CA designers such as graduate students (n=7) and Ph.D. students
(n=5), practitioners: n=3), 11 men and 4 women, with an average
age of 26 years, SD = 1.77). The participants had varying usage ex-
perience with CAs (daily interaction (n=4), several times a week
(n=7), a couple of times a month (n=4)). None of the participants
were involved in the taxonomy development. All participants sorted
each of the 48 social cue cards individually to one of the four categories
and then to one of the ten social cue subcategories. This resulted in a
total of 240 social cue placements per evaluation round. Each session
lasted on average 58 min (SDduration = 6 min). Different agreement
measures were calculated for each card sorting round. These include
Cohen's Kappa (Cohen, 1960), Fleiss’ Kappa (Fleiss, 1971), and the
placement ratios that indicate how often a social cue is placed in the
target category (Moore and Benbasat, 1991). Table 4 shows all agree-
ment measures, all placement ratios, and the taxonomy refinements
between the rounds. Appendix Table A2, Table A3, and Table A4 pro-
vide detailed placement information for each sorting round.

Round 1: The first card sorting round provided insights on how
users of the taxonomy perceive the categories. Average raw agreement
scores (0.90), averaged Cohen's Kappa (0.88), and Fleiss’ Kappa (0.88)
revealed a strong inter-rater agreement (according to LeBreton and
Senter, 2008; Landis and Koch, 1977). Comparing the actual sorting
results of all five participants with the intended assignment of the re-
search team showed that the five participants achieved an average
correct assignment in 94% of the placements. More specifically, the
participants assigned the social cues correctly for six categories. Fur-
thermore, social cues of the remaining categories were correctly as-
signed in more than 83% of the cases. Only the voice set category
performed worse with an average placement rate of 56%. The analysis
of the sessions’ audio recordings revealed that several participants
struggled with the specific definitions of the categories and descriptions
of some social cues (e.g., auditory cues and CMC cues). Hence, we
analyzed their feedback and refined several definitions.

Round 2: The second card sorting round was performed with five
different participants. The averaged raw agreement score (0.92),
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averaged Cohen's Kappa (0.91), and Fleiss’ Kappa (0.91) further in-
creased, indicating a stronger agreement compared to the first round.
The analysis of the placement ratios showed that social cues from six
categories were correctly assigned to the target categories. Furthermore,
three categories had a placement ratio above 89% and voice set in-
creased to 71% but remained lowest. The CMC category did not improve
and resulted in slightly lower Kappa values. The analysis of the place-
ment ratios and audio recordings revealed that the participants struggled
to assign specific social cues to the group of voice set (i.e., gender of
voice) and voice qualities (i.e., pitch range). Although they understood
the definitions and differences correctly, one participant stated, “a con-
versational agent has no permanent vocal characteristics because the devel-
opers are able to change everything like gender and pitch range”. Other
participants argued that “gender and pitch belong together” and another
participant mentioned, “it is technically possible to change the gender, so I
put it to voice qualities”. These comments indicated that users might not be
able to distinguish between voice set cues and voice quality cues. This
distinction seems to be unsuitable for the design of CAs since all voice
characteristics can be individually modified. Thus, we decided to merge
these categories. This is supported by literature since not all researchers
followed the three group distinction of Trager (1958) from which these
categories were originally derived. Nöth (1995) notes that “the domain of
voice set is not always distinguished from that of voice quality“ (p. 250).
Trenholm and Jensen (2011) also refer only to voice qualities and
Trager (1958) himself states that both, voice set and voice qualities, are
the “background characteristic of the voice” (p. 5).

Round 3: The third card sorting round was performed with another
five participants. Averaged raw agreement (0.96), as well as Kappa values
(0.95), rose to a stronger level of agreement (Landis and Koch, 1977;
LeBreton and Senter, 2008), as only a Kappa value remained at 0.9. The
average placement ratios further improved to 98% and the single place-
ment ratios revealed complete conformance in seven out of ten categories
(Moore and Benbasat, 1991). It was evident that the merging of the two
categories voice set and voice qualities resulted in a substantial improve-
ment of correct placements. The analysis of the audio recordings revealed
that no participant was confused by the auditory categories anymore.
However, we identified a minor issue during the audio recording analysis.

Two participants had problems in understanding CMC cues and assigned
some CMC cues to other categories. One participant stated, “emoticons are
closely linked to verbal cues”. However, CMC cues appear visually as “they
look fundamentally different than printed linguistic text” (Garrison et al.,
2011, p. 123). Another participant mentioned that he was “not sure if
typefaces can augment or modify a meaning of a message”. Therefore, he was
not able to assign this social cue correctly. After interviewing all partici-
pants and discussing the meaning of CMC cues, they agreed that it is a
valuable category, but “at first glance, it seemed somewhat abstract”.

The final taxonomy classifies all social cues identified in the SLR in
mutually exclusive and collectively exhaustive categories. All cate-
gories of the taxonomy were drawn from existing communication the-
ories and consists of four categories on the first hierarchical level and
ten subcategories on the second hierarchical level. Table 5 summarizes
the definitions of all categories and subcategories and displays the
corresponding theoretical references.

Additionally, Fig. 4 depicts the taxonomy of social cues for CAs and
the mapping of all 48 identified social cues (and their assigned IDs in
square brackets) to their categories and subcategories.

5. Discussion

To answer our research question, we followed a three-step research
approach. First, we identified and analyzed existing research on social cues
of CAs by conducting a SLR. Second, we used the social cues identified in
the SLR as the input for an iterative taxonomy development process in order
to develop a taxonomy that classifies social cues into theoretically sound
categories and subcategories. Third, we evaluated the mapping of social
cues to one of the categories of the taxonomy and verified that categories
are natural, simple, and parsimonious.

The taxonomy contributes to the literature by extending existing
classifications of social cues of CAs by integrating the four commu-
nication systems responsible for creating and transmitting messages in
interpersonal communication into a representation that applies to CAs.
The taxonomy supports researchers in classifying existing and future
research on social cues of CAs and supports practitioners in identifying,
implementing, and testing their effects in the design of a CA. To

Table 4
Card sorting process and results.
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demonstrate that the taxonomy of social cues for CAs is useful, gen-
eralizable, and can be applied to classify and identify social cues be-
yond the initial set of social cues, we present the application of the
taxonomy to (1) existing research and (2) three real-world examples of
CAs in the next sections. Finally, we discuss limitations of our work and
provide avenues for future research.

5.1. Applying the taxonomy to analyze existing research

In order to demonstrate the usefulness and generalizability of the
proposed taxonomy, we analyzed existing research on social cues of
CAs. First, we applied the taxonomy as an analytical framework to in-
vestigate the different types of social cues identified in our initial lit-
erature review. Second, we demonstrated that the taxonomy can be
applied to classify additional social cues in publications beyond our
initial literature review (i.e., additional narrative literature review
about ECAs).

To apply the taxonomy as an analytical framework, we used the re-
sults of the literature review and analyzed the mapping of each of the 48
social cues to the corresponding 92 publications. This assignment was
described in Section 4.1. Moreover, we relied on the social cue-to-cate-
gory/subcategory mapping of the taxonomy (see Fig. 4), which was also
carried out by the authors of this article and further evaluated by 15
participants in the card sorting procedure described in Section 4.3. The
assignment of all 92 publications to the corresponding social cue cate-
gories and subcategories, depending on whether they analyzed such social
cues or not, is depicted in Table A5 in the Appendix. The analysis of this
assignment showed that the identified social cues of CAs are dominated
by a few social cue categories and subcategories (see Fig. 5). While most
identified publications analyze visual (n=61 publications) and verbal
cues (n=42), only 19 publications analyze auditory and 12 invisible
cues. Moreover, the results show that the following three social cue
subcategories are extensively researched: appearance cues (n=25),
content cues (n=31), and kinesic cues (n=31). In contrast, certain
social cue subcategories are largely underrepresented in our sample such
as proxemic cues (n=3), haptic cues (n=3), and CMC cues (n=3).
Thus, by following this approach, researchers can use the taxonomy as a
framework to systematically classify their findings of social cue phe-
nomena into one of the social cue categories (i.e., verbal, visual, auditory,
invisible) and subcategories. This supports researchers in overcoming
different terminology and domain restrictions and facilitating discussions.

To demonstrate that the taxonomy is valuable for classifying social

cues beyond the initial set of identified publications, we reviewed and
classified additional publications investigating social cues of CAs.
Therefore, we focused on research about the most comprehensive form
of a CA (i.e., ECAs). As ECAs support a broad bandwidth and multi-
modal realization of different types of social cues, publications about
ECAs provide a great source of additional social cues of CAs to test our
taxonomy. Therefore, we conducted an additional narrative literature
review (Paré et al., 2015) in order to synthesize prior study findings
that investigate social cues of ECAs. Our search strategy was to retrieve
the ten most cited publications in Google Scholar by using the search
term “embodied conversational agent”. Therefore, we searched Google
Scholar and ordered publications by citations.1 Then, we excluded five
books, three publications that were already included in our literature
review (i.e., Bickmore and Cassell, 2001; Bickmore and Picard, 2005;
Cassell et al., 1999), two publications that investigate physical robots,
and one editorial comment. Finally, we selected the remaining ten
publications with the highest number of citations. Each author read the
publications separately to identify their investigated social cues of
ECAs. After agreeing on a list of social cues, each author assigned them
separately to the corresponding categories and subcategories of the
taxonomy. Social cues on which there was disagreement were discussed
and placed in mutually agreeable categories with the moderation of
another researcher not involved in this study.

As depicted in Table 6, we identified a large number of social cues of
ECAs and were able to use the taxonomy to classify each of the iden-
tified social cues into one of the corresponding social cue categories and
subcategories of the taxonomy. For example, Rosis et al. (2003) in-
vestigate how an ECA can communicate complex information through
the facial features, facial expressions, head movements, and eye
movements and investigates the impact on believability and persuasion
of the CA. Also, we were able to identify additional social cues that
were not covered in the initial literature review and can now be added
to the knowledge base. For example, we found additional verbal con-
tent cues: Cassell and Thorisson (1999) investigate verbal acknowl-
edgment (i.e., state “okey-dokey”, “let's go to Jupiter” as a part of an
action) and confused expressions (i.e., expressions when the CA does
not understand the message of the user). Ryokai et al. (2003) in-
vestigate the impact of decontextualized language (i.e., quoted speech

Table 5
Definitions of taxonomy categories and subcategories.

Category Definition

Verbal Verbal cues refer to cues expressed with written or spoken words (Knapp et al., 2013; Leathers, 1976; Leathers and Eaves, 2015).
Content Content cues refer to the strict and literal meaning of a message (i.e., what is said) (Collier, 2014; Recanati, 2001).
Style Style cues refer to the meaningful deployment of language variation in a message (i.e., how something is said) (Collier, 2014; Selting, 2009; Tannen, 1984).

Visual Visual cues refer to cues that can be seen (except words themselves) (Leathers, 1976; Leathers and Eaves, 2015; Trenholm and Jensen, 2011).
Kinesics Kinesic cues refer to all body movements of the agent (Burgoon et al., 2010; Leathers, 1976; Leathers and Eaves, 2015).
Proxemics Proxemic cues refer to the role of space, distance, and territory in communication (Burgoon et al., 2010; Leathers, 1976; Leathers and Eaves, 2015).
Agent appearance Agent appearance cues refer to an agent's graphical representation (Burgoon et al., 2010; Leathers, 1976; Leathers and Eaves, 2015).
CMC Computer-mediated communication (CMC) cues refer to visual elements that can augment or modify the meaning of a text-based message (Kalman and

Gergle, 2014; Rezabek and Cochenour, 1998; Walther and Tidwell, 1995).

Auditory Auditory cues refer to cues that can be heard (except words themselves) (Leathers, 1976; Leathers and Eaves, 2015).
Voice qualities Voice qualities refer to permanent and adjustable characteristics of speech (Burgoon et al., 2010; Nöth, 1995; Trager, 1958).
Vocalizations Vocalizations refers to nonlinguistic vocal sounds or noises (Burgoon et al., 2010; Nöth, 1995; Trager, 1958).

Invisible Invisible cues refer to cues that cannot be seen or heard (Leathers, 1976; Leathers and Eaves, 2015; Trenholm and Jensen, 2011).
Chronemics Chronemic cues refer to the role of time and timing in communication (Burgoon et al., 2010; Trenholm and Jensen, 2011; Walther and Tidwell, 1995).
Haptics Haptic cues refer to tactile sensations on the user's body (Burgoon et al., 2010; Trenholm and Jensen, 2011).

1 We used the tool “publish or perish 6” to query Google scholar and to sort by
citations.
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such as “Oh, sheriff”), temporal expressions (e.g. “today I'm going to…”),
and spatial expressions (e.g. “from the other side of the forest”). Since we
were able to classify all identified social cues to one of the taxonomy's
categories, we argue that the taxonomy can be used to classify and
accumulate research about social cue of CAs beyond the initial list of
identified social cues. Therefore, the categories of the taxonomy seem
to be a suitable starting point also to classify the large number of social
cues implemented in ECAs.

5.2. Applying the taxonomy to analyze three real-world examples

To further illustrate the taxonomy's usefulness in identifying social
cues, we applied it to exemplarily analyze the different social cues
embedded in the design of three real-world CAs. Therefore, we in-
vestigated the social cues of (1) a text-based CA (Poncho on Facebook
Messenger) (D'Arcy, 2016; Heath, 2018), (2) a voice-based CA (Ama-
zon's Alexa2), and (3) a comprehensive ECA (SARA3). We selected these

three examples as they represent typical instantiations of different types
of CAs. We chose Poncho because it has been one of the earliest CAs on
Facebook Messenger (D'Arcy, 2016). We chose Alexa because it cur-
rently has the largest market share in the smart speaker market
(Forbes, 2018). Finally, we chose SARA as it is one of the most ad-
vanced ECAs developed at Carnegie Mellon University's ArticuLab
(Cassell, 2019). Again, the analysis was carried out by all authors of this
article separately and all disagreements in identified social cues were
resolved by discussion. However, it must be noted that our analysis is
non-exhaustive and primarily serves to demonstrate how the taxonomy
can be used to identify implemented social cues of existing CAs.

First, we investigated Poncho, a text-based CA (i.e., chatbot) on
Facebook Messenger that provides weather information and sends daily
weather forecasts (Heath, 2018). Since Poncho does not communicate
via voice and only has a static profile and background picture, we ex-
cluded irrelevant social cue categories for Poncho's current design,
namely all auditory and kinesic cues. Consequently, the taxonomy en-
abled us to systematically identify three categories and seven

Fig. 4. Taxonomy of social cues for conversational agents.4

2 https://developer.amazon.com/de/documentation/, last accessed on 25.06.2019
3 http://articulab.hcii.cs.cmu.edu/projects/sara/, last accessed on 25.06.2019 4 The description of each social cue is provided in Table A1 in the appendix.
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subcategories of social cues that Poncho may exhibit. Next, we identi-
fied many visual and verbal social cues, even before we started a con-
versation with Poncho. For example, Poncho exhibits several visual
cues like a name tag and a comic-like profile picture (i.e., a low degree
of photorealism) showing a cat with a smiling face, a yellow raincoat,
and some blue and yellow background. Furthermore, Poncho uses a
neutral typeface and introduces itself to the user with a short statement
that includes verbal cues (i.e., greetings and an informal conversation
style). After a short conversation, Poncho uses four additional verbal
cues as Poncho refers to the past, tells a joke, engages in small talk, and
uses chronemic cues by delaying its responses (i.e., using different re-
sponse times). In addition, Poncho's messages have a rather low sen-
tence complexity. In summary, we could exemplary identify a total of
11 social cues that were (either intentionally or unintentionally) im-
plemented in Poncho's design.

Second, we investigated Alexa, a disembodied voice-based CA that
serves as a personal assistant on Amazon's Echo devices. In our analysis,
we focused on the original Echo devices without a screen in the English
language. Since Alexa does not have a visual representation and does
not use text-based communication, we first excluded all visual cues and
CMC cues as users can only see the physical device itself. Consequently,
the taxonomy enabled us to systematically identify three categories and
six subcategories of social cues that Alexa may exhibit. Next, we
identified a wide range of verbal cues. For example, Alexa can tell jokes,
greetings and farewells, as well as engage in small talk. Developers can
also build skills that convey additional content cues such as self-dis-
closure or self-focused questions. Regarding verbal style, Alexa adopts a
rather informal style and aims to avoid complex sentences and ab-
breviations (Amazon, 2019c). Nevertheless, developers have many
options to implement additional content and style cues when devel-
oping a skill. Moreover, when interacting with Alexa, many auditory
and verbal cues can be identified. For example, Alexa has a female voice
and although its name can be changed, most users prefer to call “her” by
the female name Alexa (Gao et al., 2018). From an auditory perspec-
tive, Alexa comes in its standard configuration with a specific pitch
range and voice tempo, which can be further customized by the skill
developers. More specifically, they can customize Alexa's volume, pitch
range, and voice tempo using the Speech Synthesis Markup Language
(SSML) (Amazon, 2019a). However, in order to avoid that “Alexa sound
(s) like ET”, the amount of change applied to these voice qualities is
limited (Hermann, 2019; Myers, 2017; Perez, 2017). For example, using
the “Whisper Mode”, users can whisper to Alexa and it whispers back.
Moreover, Alexa uses vocalizations as, for example, it can laugh on
command (``Alexa, laugh”) (Chokshi, 2018) or responds with “Hmm, I

don't know that” (Amazon, 2019b). Finally, we reviewed the invisible
cues and identified that Alexa can use chronemic cues. Although it
automatically pauses after a period, developers can implement delays of
up to 10 s to customize Alexa's response time (Amazon, 2019a). In
summary, we could exemplary identify a set of 16 social cues that were
(either intentionally or unintentionally) implemented in Alexa's design.
However, many more can be added by developers of Alexa skills (e.g.,
verbal content and style cues).

Third, we investigated SARA (Socially-Aware Robot Assistant), an
ECA that serves as a personal assistant for conference attendees (e.g., at
the World Economic Forum annual meeting). SARA helps attendees find
sessions and people to meet based on their interests (Bishop, 2018;
Cassell, 2019). We analyzed the social cues of SARA based on identified
videos, papers, and news articles. Consequently, the investigation is non-
exhaustive and primarily serves demonstration purposes. In general,
SARA exhibits a wide range of social cues as it is a comprehensive and
fully embodied CA. Consequently, the taxonomy enabled us to system-
atically identify four categories and 9 subcategories of social cues (i.e., all
except haptic cues) that SARA may exhibit. First, SARA uses several
verbal cues such as greetings and farewells, express a name (e.g., “Hi, I
am SARA”), self-disclosure (e.g., “I've been asked to play matchmaker by
helping attendees find sessions to attend and people to meet” or “I certainly
find it difficult to remember information without noting it down”), praise
(e.g., “I've never met someone like you before. It's refreshing”), and reference
to the past. Its verbal style can be considered as rather formal (e.g., “May
I ask your name?” or “I can send a message on your behalf”), rather com-
plex, and with high lexical diversity. In addition, many visual cues were
identified in SARA's design. For example, SARA has a comic-like, 3D
visual appearance of a female person with black hair, glasses, and rather
formal clothing. SARA stands behind a desk with a screen showing the
logo of the World Economic Forum behind it. Moreover, SARA uses arm
and hand gestures (e.g., touching its head), head movement (e.g., nod-
ding), eye movement (e.g., gaze shift, blinking, eyebrow lifting), facial
expressions, such as smiling (e.g., when taking a selfie with a conference
attendee), and shifts its posture. Additionally, SARA exhibits auditory
cues. It has a female voice and varies its voice quality (Cassell, 2019).
Based on the information available to us (e.g., videos, papers, news ar-
ticles), we could not identify any vocalizations. Finally, SARA also uses
chronemic cues. For example, there is a pause of a few seconds, when it
searches for recommendations. In summary, we could exemplary identify
a set of 24 social cues that were (either intentionally or unintentionally)
implemented in SARA's design. In contrast to the other two examples,
SARA exhibits a larger number of visual cues due to its realistic, ani-
mated 3D-representation. In summary, the taxonomy enabled us to

Fig. 5. Overview of social cues investigated in publications identified in the literature review (multiple assignments of one publication to several groups is possible).
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systematically identify a wide variety of different social cues im-
plemented in the three real-world CAs (see Table 7).

5.3. Limitations and future research

Although we followed established guidelines and aimed to ensure a
high rigor in the research project to build a taxonomy of social cues for
CAs, there are limitations that should be considered.

First, the search strategy might have missed relevant publications.
As with any literature review, the identified and selected publications
have an impact on the social cue identification process. Thus, we ac-
knowledge that a different search strategy and selection process might
have resulted in a different list of identified social cues. Therefore, we
do not argue that the list of identified social cues of CAs is exhaustive
and represents all investigated social cues in the extensive body of ex-
isting knowledge. Particularly, many researchers may not have framed
their study as an investigation of social cues of CAs. Thus, our search
strategy and search term might have missed other relevant publications
and their corresponding social cues. Particularly, other search terms
could have been included to reveal additional social cues (e.g., dialogue
systems, spoken dialogue systems, interactive voice response (IVR)
systems). However, we argue that the set of 48 social cues identified in
92 relevant publications represents a sufficient foundation to provide
researchers and practitioners with an initial overview of different social
cues of CAs. Moreover, we argue that the initial list of social cues is
suitable as a starting point for our iterative taxonomy development
process as we did not only follow an empirical-to-conceptual taxonomy
development, but also derived all categories of the taxonomy by closely
following a conceptual-to-empirical taxonomy development process
(Nickerson et al., 2013).

Second, the level of abstraction of the identified social cues is the
result of the authors’ coding process and our conceptualization of social
cues. Thus, all cues need to be design features of a CA salient to the user
that presents a source of information but do not account for the un-
derlying meaning they are supposed to convey (i.e., their social signal).
However, drawing a clear line between a social cue and a social signal
might be difficult sometimes. Thus, we abstracted the investigated cues
at the level to that they are perceived by the user and can be designed
by the researcher or practitioner (e.g., tempo, gesture). However, we
did not break them down into their different design characteristics
(tempo: fast or slow, volume: loud or quiet) or the communicative
functions for specific user, tasks, and contexts of an interaction (e.g.,
emblems, illustrators, affect displays, regulators, adaptors, see
Ekman, 1973). Thus, we acknowledge that the level of abstraction of
social cues can also be further broken down. For example, tune (as a
form of melody) can be operationalized through several identified so-
cial cues (e.g., pitch range, tempo) and then by itself constitutes an own
meaningful social cue that perceived by a human can transform in a
meaningful social signal. Therefore, future research can extend the
hierarchical structure of the taxonomy by integrating additional social
cue sub-category layers that capture additional levels of abstraction.

Third, although the categories of taxonomy were derived from in-
terpersonal communication theory, the final classification of the iden-
tified social cues is influenced by the authors’ subjective assessment.
Therefore, we closely followed the established interpersonal commu-
nication theory and applied the method by Nickerson et al. (2013) as
objectively and rigorously as possible. We discussed deviations among
the authors extensively, reviewed relevant interpersonal communica-
tion theory, and resolved them by mutual agreement. Finally, we argue
that the ten subcategories of the taxonomy are mutually exclusive, but
we do not argue that they are collectively exhaustive as a new category
may be added (e.g., olfactory). However, we argue that the social cue
categories (i.e., verbal, visual, auditory, invisible) are mutually ex-
clusive and collectively exhaustive as they are based on the well-es-
tablished categories from existing classifications in interpersonal com-
munication (Leathers, 1976). However, not all categories of theTa
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taxonomy will be equally important for all researchers. Therefore, fu-
ture studies could extend the taxonomy, by including additional social
cues and developing new sub-categories of other technologies such as
physical robots (e.g., Hegel et al., 2011; Wiltshire et al., 2014). This
would verify whether the taxonomy is generalizable and applicable to
other, not yet identified social cues and to other, not yet investigated
contexts and types of CAs. In particular, since the initial set of identified
social cues is non-exhaustive, future work can investigate the general-
izability of the taxonomy to other contexts (e.g., Cronbach, 1972). This
could expand the applicability of this taxonomy beyond CAs and could
create a more complete classification of social cues.

Fourth, the assignment of social cues to only one of the four com-
munication systems (i.e., verbal, visual, auditory, invisible) should be
reflected critically. Several interpersonal communication researchers
point out that all communication systems transfer meaning by inter-
acting, reinforcing, and conflicting with the other systems and thus,
never act on their own (Burgoon et al., 2010; Knapp et al., 2013;
Leathers, 1976; Leathers and Eaves, 2015). As a consequence, several
researchers investigate how different social signals are created through
the co-occurring, temporal arrangement, multimodal realization, and
reciprocal adaptation of social cues of CAs (Bevacqua et al., 2010;
Chollet et al., 2014; Kopp et al., 2006; Pelachaud, 2005). Although
social cues usually do not occur isolated from each other, the distinction
is commonly practiced to understand the relevant elements
(Burgoon et al., 2010). However, researchers and practitioners should
be aware of potential interrelations between two or more social cues
and thus, should apply the taxonomy with care. Particularly, as
meaningful social signals include the complex constellation of several
social cues and the context of the interaction (Vinciarelli et al., 2012),
future work could further investigate the co-occurring, temporal, mul-
timodal, and reciprocal relationships of social cues in experiments in
order to investigate outcomes of a specific social cue design (i.e., what
functions and meanings they convey), how an outcome can be

operationalized in various contexts (i.e., technical and multimodal
realization), and in which temporal and sequential order the social cue
design should be displayed. To achieve this, future research could
leverage ontological models in order to store effects of individual and
multimodal social cue realizations and provide tool support for a
meaningful social cue design (Feine et al., 2019b).

Fifth, we only evaluated the taxonomy with potential users.
However, according to Nickerson et al. (2013), a taxonomy needs to be
applied by real users to thoroughly assess its usefulness. Although the
taxonomy meets all formal criteria (Nickerson et al., 2013) and we
evaluated the categories and definitions with potential users from both
research and practice (Moore and Benbasat, 1991), further evaluation
with real users in a real-contexts should be carried out at a later stage.
To facilitate this process, we provide researchers and practitioners with
a taxonomy web application that eases access to the study findings and
helps to further accumulate the existing body of knowledge about social
cues of CAs.

6. Conclusion

In this article, we developed and evaluated a comprehensive tax-
onomy of social cues for CAs that extends existing classifications. To
demonstrate its usefulness, we applied the taxonomy to classify and
analyze existing research and to identify social cues in the design of
three real-world CAs. Our work contributes to the body of knowledge
on designing CAs. It provides guidance for researchers to systematically
classify research on social cues of CAs from different research fields and
supports practitioners, such as CA designers, in identifying, im-
plementing, and testing possible types of social cues. Thus, both prac-
titioners and researchers can use the taxonomy as a starting point for
further, interdisciplinary research and design in order to avoid re-
inventing the wheel in the design of CAs.

Table 7
Exemplary analysis of social cues implemented in three real-world CAs.
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Appendix

Fig. A1. Example cards of card sorting rounds.

Table A1
List, description, and examples of identified social cues.

ID Social cue Description Examples

[SC 1] 2D-/3D-agent
visualization

The appearance of the CA is displayed in either 2D or 3D. 2-dimensional CA, 3-dimensional CA.

[SC 2] Abbreviations The CA uses shortened forms of a word or phrase. CA: “No. of times in the last year having a feeling of guilt?” instead of
“Number of times in the last year having a feeling of guilt”.

[SC 3] Age The biological age of the appearance of the CA. Old agent visualization (e.g., grey hair), young agent visualization (e.g.,
shiny skin, full hair).

[SC 4] Excuse/ Apologize The CA expresses regrets about an error or discourtesy. CA: “Sorry to hear things didn't go so well”, CA: “It sounds like you didn't
have the best experience, sorry for that”

[SC 5] Arm and hand gesture The CA moves its arm or hand. Point the finger at something, raise an arm to express an idea or feeling.
[SC 6] Ask to start/ pursue

dialog
The CA requests the user's permission to start, continue, or
end the conversation.

CA: “Do you want to start the session?”, “now we are finished. Do you want
to continue with the conversation?”

[SC 7] Attractiveness The visual characteristics of the CA are perceived as being
pleasing or beautiful.

Symmetrical face of the CA.

[SC 8] Background The picture, scene, or design around the CA forms a setting
for the interaction.

CA being in front of a hospital, CA being in front of a police station.

[SC 9] Clothing The CA wears items, such as clothes and trousers, to cover,
protect, or decorate its body.

CA wears a pullover or a suit.

[SC 10] Color of agent The overall color of the appearance of the CA. White, black, or pink color of CA.

(continued on next page)
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Table A1 (continued)

ID Social cue Description Examples

[SC 11] Conversational distance The spatial separation between the CA and its environment
during a conversation.

CA appearing far away when conversing or CA is really close to user.

[SC 12] Degree of human-
likeness

The appearance of the CA ranges from a natural human form
to the shape of a cartoon or artificial object.

CA has a human-like, object-like, or robot-like appearance.

[SC 13] Emoticons The CA sends textual or pictorial depictions of facial
expressions.

:-) ;-) ^_^

[SC 14] Eye movement The CA moves its eyes to intentionally or unintentionally
fixate or track objects.

CA is looking in the direction of the other person's face.

[SC 15] Facial expression The CA expresses a gesture by executing one or more
motions with his facial muscles.

CA smiles or moves its eyebrows.

[SC 16] Facial feature The static and non-changing characteristics of the CA's face. Static smile of CA.
[SC 17] First turn The CA starts the conversation and is the first to say

something about a topic.
CA goes first during an interaction.

[SC 18] Formality The CA expresses words and sentences that are either
compliant or incompliant with conventional rules.

CA addresses user with last name instead of first name (e.g., “Hello Mr. Tree”
instead of “Hello Peter”).

[SC 19] Gender The CA belongs to either one of the two sexes (male, female)
or it is ambiguous.

Male, female, ambiguous CA appearance.

[SC 20] Gender of voice The voice of the CA belongs to either one of the two sexes
(male, female) or it is ambiguous.

Female voice, male voice.

[SC 21] Greetings and Farewells The CA expresses a word of welcome or marks someone's
departure.

CA: “Nice to meet you”, “Welcome”, “Goodbye”.

[SC 22] Grunts and moans The CA makes a low sound. Grunts and moan to express emotions.
[SC 23] Head movement The CA moves its head. Head nodding, head turning.
[SC 24] Joke The CA expresses phrases that cause amusement or laughter. CA: “I am very good at sleeping. I can do it with my eyes closed”.
[SC 25] Laughing The CA makes sounds that indicate its amusement. Sounds of laughing (e.g., “ahahaha”)
[SC 26] Lexical diversity The CA expresses many different unique words. CA uses various synonyms such as “also”, “further”, “likewise”, “besides”,

etc.
[SC 27] Name tag A tag or badge with the name of the CA. Name of the agent is displayed on the agent or within the interface (e.g.,

Anna).
[SC 28] Opinion conformity The CA shares the same opinion as the user regarding some

topic.
CA: “I agree, this painting is beautiful”.

[SC 29] Photorealism The appearance of the CA ranges from an extremely
photorealistic appearance to a comic appearance.

Real photo of a human being, comic figure.

[SC 30] Pitch range The degree of variation from the CA's average pitch. Small pitch range is a very monotone voice, whereas a high pitch range voice
sounds really animate.

[SC 31] Posture shift The CA moves its upper or lower body. CA turns its body.
[SC 32] Praise The CA expresses approval, gratitude, or admiration for the

user.
CA: “You did a great job”, “You are really clever”.

[SC 33] Refer to past The CA refers to content from past conversations. CA: “Hello Peter! Welcome back. Did you enjoy the recipe that I told you last
Tuesday?”.

[SC 34] Response time The amount of time it takes for the CA to respond to the
user's input.

Immediate response (e.g., 0 s delay), slow response (e.g., 2 s delay).

[SC 35] Self-disclosure The CA reveals intimate information about itself. CA: “People lie. I tell lies too if I have to”.
[SC 36] Self-focused questions The CA asks questions about itself. CA: “How good did I support you?”, “Did you like my performance?”
[SC 37] Sentence complexity The complexity of the CA's sentences in terms of number of

used words, grammatical quality, and length of chosen
words.

Well-constructed sentences with the use of sophisticated words or
grammatically wrong sentences with simple short words.

[SC 38] Small talk The CA engages in casual conversations. CA: “How are you today?”, “What about the weather?”.
[SC 39] Strength of language The messages of the CA range from strong and assertive

statements to submissive and equivocal statements.
Strong and assertive language (e.g., “you should definitely do this”, “you
have to do this”) or submissive and equivocal language (e.g., “perhaps you
should do this”).

[SC 40] Tactile touch User perceives a tactile sensation initiated by the CA. User gets touched.
[SC 41] Temperature The user perceives a warm or cold surface while interacting

with a CA.
Cold keyboard, warm keyboard.

[SC 42] Thanking The CA expresses thankfulness to the user. CA: “Thanks for playing!”, “Thank you for your time”.
[SC 43] Tips and advice The CA provides help on a specific task that the user needs to

solve.
CA: “I will help guide you through the screening process”, “I guess the
answer is B”.

[SC 44] Typeface The design of letters and symbols used by the CA in the chat
window.

Times new roman, comic sans.

[SC 45] Vocal segregates The CA makes sounds that get in the way of fluent speech. CA: "uhs", "ums", stuttering.
[SC 46] Voice tempo The pace of the CA's voice. Slow pace to emphasize certain ideas. Quicker pace to show excitement or

humor.
[SC 47] Volume The loudness of the CA's voice. Extreme loud voice, medium loud voice, quiet voice.
[SC 48] Yawn The CA makes a sound of inhaling deeply to express tiredness

or boredom.
Yawning due to tiredness or boredom.
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Table A2
Social cue placement ratios for the first sorting round.

Actual characteristics Total Hit ratio
Content Style Kinesics Proxemics Agent app. CMC Voice set Voice qual. Vocalizat. Chronem. Haptics

Assigned characteristics Content 59 1 1 1 62 0.95
Style 24 24 1.00
Kinesics 22 22 1.00
Proxemics 9 9 1.00
Agent app. 3 1 47 51 0.92
CMC 2 10 12 0.83
Voice set 5 4 9 0.56
Voice quality 11 11 1.00
Vocalizations 20 20 1.00
Chronemics 1 9 10 0.90
Haptics 10 10 1.00

Total placements: 240 Hits: 226 Overall hit ratio: 0.94

Table A3
Social cue placement ratios for the second sorting round.

Actual characteristics Total Hit ratio
Content Style Kinesics Proxemics Agent app. CMC Voice set Voice qual. Vocalizat. Chronem. Haptics

Assigned characteristics Content 58 1 59 0.98
Style 2 24 1 27 0.89
Kinesics 23 23 1.00
Proxemics 10 10 1.00
Agent app. 2 48 50 0.96
CMC 2 9 11 0.82
Voice set 5 2 7 0.71
Voice quality 13 13 1.00
Vocalizations 20 20 1.00
Chronemics 10 10 1.00
Haptics 10 10 1.00

Total placements: 240 Hits: 230 Overall hit ratio: 0.96

Table A4
Social cue placement ratios for the third sorting round.

Actual characteristics Total Hit ratio
Content Style Kinesics Proxemics Agent app. CMC Voice qual. Vocalizat. Chronem. Haptics

Assigned characteristics Content 60 60 1.00
Style 25 2 27 0.93
Kinesics 25 25 1.00
Proxemics 10 10 1.00
Agent app. 50 1 51 0.98
CMC 7 7 1.00
Voice quality 19 19 1.00
Vocalizations 1 20 21 0.95
Chronemics 10 10 1.00
Haptics 10 10 1.00

Total placements: 240 Hits: 236 Overall hit ratio: 0.98

Table A5
Assignment of publications to taxonomy.

Publication Category
Verbal Visual Auditory Invisible
Content Style Kinesics Proxemics Agent appearance CMC Voice qualities Vocalizations Chronemics Haptics

Andonov et al. (2016) X
Appel et al. (2012) X X
Becker et al. (2004) X X X
Becker et al. (2005) X X
Bee et al. (2009) X
Beer et al. (2015) X X
Beldad et al. (2016) X
Beun et al. (2003) X
Bickmore and Picard (2005) X X X X
Bickmore et al. (2010) X X X X
Bickmore and Cassell (2001) X X X

(continued on next page)

J. Feine, et al. International Journal of Human-Computer Studies 132 (2019) 138–161

155



Table A5 (continued)

Publication Category
Verbal Visual Auditory Invisible
Content Style Kinesics Proxemics Agent appearance CMC Voice qualities Vocalizations Chronemics Haptics

Bonito et al. (1999) X
Brahnam and Angeli (2012) X
Brandão et al. (2013) X
Braslavski et al. (2018) X
Cafaro et al. (2016) X X X
Campano et al. (2015) X
Candello et al. (2017) X
Cassell and Bickmore (2000) X X
Cassell et al. (1999) X X
Catrambone et al. (2002) X X
Chae et al. (2016) X
Chue et al. (2018) X
Cowell and Stanney (2005) X X X X
Danilava et al. (2013) X
Derrick and Ligon (2014) X
Ding et al. (2014) X X
Dybala et al. (2009) X
Endrass et al. (2010) X
Fogg (2002) X X X X
Fogg and Nass (1997) X
Forlizzi et al. (2007) X
Gebhard et al. (2014) X X X
Guo et al. (2016) X X
Hastie et al. (2016) X
Hayashi (2016) X X
Hess et al. (2005) X X
Hoffmann et al. (2009) X
Hone (2006) X X
Huisman et al. (2014) X
Isbister and Nass (2000) X X X
Kang and Gratch (2011) X
Kang and Fort Morie (2013) X
Keeling et al. (2004) X
Kim et al. (2016) X
Klein et al. (2002) X
Knijnenburg and Willemsen (2016) X
Kraemer et al. (2016) X X
Krämer et al. (2013) X
Lee and Nass (2003) X X
Lee and Choi (2017) X
Li and Graesser (2017) X
Li et al. (2017) X X X X
Lisetti et al. (2013) X X
Lortie and Guitton (2011) X X
Louwerse et al. (2005) X X
Mayer et al. (2006) X
McBreen (2002) X
McBreen and Jack (2001) X X
Mersiol et al. (2002) X X X
Moon (2000) X
Moon and Nass (1996) X X
Moon and Nass (1998) X X
Morkes et al. (1999) X X
Wuenderlich and Paluch (2017) X
Nass and Moon (2000) X X X X X
Nass et al. (1999) X
Nass et al. (1997) X
Nass et al. (1995) X X X
Nass et al. (1994) X X
Niculescu et al. (2010) X
Niewiadomski et al. (2013) X X
Nowak (2004) X
Nunamaker et al. (2011) X X
Pertaub et al. (2001) X
Pecune et al. (2015) X X
Pfeifer and Bickmore (2009) X
Puetten et al. (2010) X
Puzakova et al. (2013) X
Richards and Bransky (2014) X
Rickenberg and Reeves (2000) X
Rossen et al. (2008) X
Sah and Peng (2015) X X
Shiban et al. (2015) X

(continued on next page)
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