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Instead of a verbetim note I have clustered the issues and the debate into themes or questions. 

What are the distinctive features of an Emerging Technology?

· It was agreed that a number of potential technologies were facing similar issues and could reasonably be classed as Emerging Technologies in this context.  

· However the question remained as whether there was distinctive set of challenges posed by these science-based technologies or are they similar to those of keeping up with the rapidity of social innovation in other areas, eg regulation of markets, internet technologies.

· The rapidity of the development and potential for positive and negative disruptive change were considered the most distinctive factors.

· The irreversible nature of knowledge was also discussed in this context - ‘it is inevitable’, ‘you can’t put it back’.

· The recent definition posited by the World Economic Forum Global Agenda Council on Emerging Technologies was briefly discussed. It is as follows:
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gies are considered ‘Emerging’?

· The meeting briefly discussed which technologies could be classified ‘emerging’ - nanotechnologies, synthetic biology, genomics, swarm robotics, geoengineering, smart meters (?), cloud computing (?), were raised, though this was not discussed in depth and no definitive list made.

Are there unique difficulties of emerging technology governance/regulation?

· ‘The history of the world is one of technology driven quality of life development, the challenge they key issue is how do we channel these in the right direction and managed the risk’. (Professor Robert Winston’s 2010 book Bad Ideas mentioned in this context) The inevitability of the progress and how to understand and manage social benefit and risk in advance is a particularly difficult aspect of of such disruptive technologies. 

· ‘The relationship between cause and effect of these technologies is very different. If a chemical factory blows up, we all know who’s fault it is, but with swarm robotics or other such technologies there will be emergent properties which will be very difficult to predict.’

· This begs the question, what is the nature of responsibility? Who is responsible for what and how does society deal with this?

· Do ‘open innovation’ systems contribute positively or negatively to this process?  The importance of traceability embedded into a technology or process was also stressed as a significant part of the governance challenge, but also of the solution.

· The fact that regulation necessarily had to lag behind the development of these technologies was also an important aspect defining them. ‘By the time regulators get to grips with it has moved on’

· Regulation requires a level of detailed understanding that may not be possible at the early stages of the development of a technology and therefore may need to be supplemented by other voluntary values based approaches initially.

· Most institutions and governance systems are currently set up to consider emerging technologies on an ‘ology by ology’ basis.  This appears to be as true of the UN, OECD and EC as it is of governments, Research Councils and regulators.  Though the World Economic Forum recently set up a Global Agenda Council on Emerging Technologies to look at risk and innovation. Companies, particularly large multi-nationals appear more likely to be able to reflect on and handle issues on a cross-technology basis.

· (Subsequent to the meeting the US President’s Committee on Bioethics has made recommendations in this vein about synthetic biology - see here for details)

Are there special challenges from SME/garage development?

· In particular the fact that such technologies are increasingly being developed by micro organisations, not big industry labs, makes their governance much more difficult as they are not necessarily subject to the same scrutiny or as mindful of reputational risk concerns as large multi-nationals. The flexibility and mobility of such organisations does pose additional challenges.  ‘If unhelpful regulation comes in they will just move somewhere else’. 

· The viability of ‘garage synbio’ was discussed, though it was not clear whether this posed a realistic threat given the difficulties bringing actual products to market. As with innovations in all areas, technology based innovation requires significant funding and organisation to bring to market which may prove a barrier to many.  

· Social and ethical issues are not on the agenda when you are looking for Venture Capital funding.  No-one asks and it doesn’t come up.  It may have more resonance with institutional funding. 

· There was concern that support for disruptive advances may come from other sources, such as wealthy individuals, who may cause problems inadvertently, though perhaps with good intentions, as we have seen potentially with Geoengineering.

Accountability

· ‘The ‘dilemma of control’ is that by the time you have enough knowledge to regulate you have technology lock in.’  Science necessarily happens at the margins of regulation, but what control criteria can we put in place in advance?

· What are the values of those involved? What questions do funders ask?  What is their responsibility?  What is their liability?  What is the liability from the University developers of the basic science down the supply chain?

· ‘How do we get a regulatory/responsibility system which facilitates innovation, but forces companies to be responsible?’

· ‘Regulation is great, but it isn’t enough.  There has to be something else.’

Assessing and responding to risk and uncertainty

· ‘Given the problems we have on the horizon with climate change, obsesity, poverty, is the biggest risk we take being technology averse?  

· For example if we follow the regulatory approach we have with the pharma industry and the huge cost of bringing pharmaceutical drugs to market are we pricing the risk effectively in relation to the potential benefit?’

· Are we assessing risk effectively if we don’t consider/calculate the known burden of the current ways of doing things. Eg the known risks of coal fired power stations against the uncertainties and potential benefits of solar or alternative energy sources?

· It is possible to put a hard number on uncertainty, and where the number cannot be effectively priced in to the market model, eg terrorism, uncertainties can be underwritten by government to allow for effective cover.  Or alternatively insurance coverage is time dependent, risks are not covered for 50 years, only the year that you are insuring.  

· Again it is easier to see the risk/liability paradigm working better with the large companies, but less so with the very small. 

· Direct impacts are easier to understand and quantify, but large scale negative social impacts or secondary impacts more distant from the initial event/technology are more difficult. 

· Also there is not necessarily a logical acceptance of risk in society.  The assessment of benefit is very personal and not necessarily easy to predict. Whether a technology appears to be a personal choice or appears to be ‘forced upon us’ is also an indicator of acceptance of risk; eg risks and benefits of mobile phones vs GM technologies??

· We need to think more about risk scenarios, plan potential responses. If x or y went wrong, how should we deal with it, how can we prevent it. This should involve more than just ‘experts’.

Emerging Tech Governance - is it a good idea?

· It was generally agreed that there appeared to be a role for cross-technology governance to provide an overarching framework but that ‘ology by ology’ governance and more detailed guidance is also needed to underpin it.

· Though a framework of principles and values may be interesting and useful as a process to distil common values and principles, is it realistic to expect any initiative like this to have enough influence on regulators, policy makers and others internationally? However, the balance of needing speedy solutions in areas such as climate change mitigation and the slow process of regulatory development does demonstrate the usefulness of such a framework if developed in the right way with the right actors. 

· The importance of such a framework would be to understand and quantify risks and benefits more clearly. Though usually considered essential to good governance effective oversight and sanctions may be particularly difficult in this area.

What would such a framework contain?

· What information would we need to build the confidence of the public and other stakeholders in the appropriate, effective and safety of the technology?

· The Nano Code framework, the Principles for Bioethics Research and the BASF code were circulated as stimulus material for a discussion about what may be included.

· Hilary highlighted the ‘Walking with Stakeholders’ project which MATTER will start in the New Year and which will explore with stakeholders what is fair to expect companies to share about the safety and testing of products using new technologies. 

Professor Richard Owen posed a set of questions which were being developed as part of a potential Responsible Innovation Framework with the Research Councils. These are:

· Is is safe?

· Is it properly controlled 

· What might happen in the future? 

· Do we want it, is it acceptable?

· Is it ethical?

· Who is responsible and accountable?

Further questions arose from this discussion:

· Who would ask the questions, who would answer them? How would you realistically answer them as a practising scientist undertaking pure research?  At what stage could we realistically have ‘answers’?

· Transparency and disclosure is the only defence against unknown risks. But it is an anathema to most businesses.  However, this is changing in some areas and may become a crucial aspect of trust and governance.

· An honest assessment of benefit and risk is the cornerstone of building trust.

Professor Owen asked if those attending the meeting would be interested in being kept abreast of this work. The Group agreed.  

Responses to complexity of emerging technology governance

· It is easier to manage single applications, though in an international context this is still difficult. But when technologies converge we lose a lot of the embedded knowledge and discipline we have relied on in the past. Because of the limitations of foresight, we can’t use some of the traditional mechanisms like licensing or even legal redress.

· What would happen if we had a strict liability model where the full liability cost is born be the developer?  What would have happened with GM and Monsanto if this was in place? Is there a role for clarifying liability structure before the event?  Where would this start and end - even in more ‘ordinary’ technologies? Where do social issues sit in this potential liability structure?

· Is ‘self-conscious intelligence about consequences and impact’ even possible, given the unknowable ways innovations may be used and develop? 

· WEF propose a Centre for Emerging Technology Intelligence working in the same way as the International Energy Agency. Providing credible information, well researched, helping make evidence based decisions.   It would focus on ‘How do we get technology to address global problems? How does this feed into policy.’

What will we do if it all goes wrong?

Does the public realistically have any option with this technology?

· Who’s responsibility is it?  Who’s responsibility is it if it goes wrong?  

· Is it reversable? Can we step back, stop it, reverse it if undesireable downsides occur.   What are our processes for assessing benefit and downside? Who says they are downsides? Who says they are undesireable?

· Can we really see the benefits, or is it that we are weighting different types of benefit, the benefits we know and minimising or ignoring the risk through familiarity? Do we see risks and downsides in the round - eg the impact of resource shortfall balanced against uncertainty of a technological advance?

Next Steps

· Hilary prepares a detailed note of the meeting to circulate to participants and feature on MATTER website. 

· MATTER will reflect on the potential for further work in this area and potential funding streams and delivery partners.

· The group wish to be kept abreast of and contribute to our work in this area.
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What are emerging technologies?


They are technologies which arise from new knowledge, or the innovative application of existing knowledge;


leading to the rapid development of new capabilities;


are projected to have significant systemic and long-lasting economic, social and political impacts;


create new opportunities for and challenges to addressing global issues; 


have the potential to disrupt or create entire industries.


Definition from World Economic Forum Global Agenda Council Emerging Technologies meeting Nov 2010









